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A complex system

1 body = 1014 human cells (and 100x more non-human cells)
1 cell = 6 ⇥ 109 ACGT coding for 20, 000+ genes



The sequencing revolution



Sequencing is a swiss knife

(Frese et al., 2013)



Cancer

http://rise.duke.edu/seek/pages/page.html?0205

http://rise.duke.edu/seek/pages/page.html?0205


A cancer cell (1900)



A cancer cell (1960)



A cancer cell (2010)



Big data



Opportunities

What is your risk of developing a cancer? (prevention)
Once detected, what precisely is your cancer? (diagnosis)
After treatment, are you cured? (prognosis)
What is the best way to treat your cancer? (precision medicine)



Example: precision medicine



Learning from data (EASY case)

Good vs Bad responders
n(= 19) patients >> p(= 2) genes
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*-omics challenge: n << p

n = 102 ⇠ 104 (patients)
p = 104 ⇠ 107 (genes, mutations, copy number, ...)
Data of various nature (continuous, discrete, structured, ...)
Data of variable quality (technical/batch variations, noise, ...)

Consequences:
Accuracy drops
Biomarker selection unstable
Speed and scalability can become an issue



Outline

1 Learning from gene expression data

2 Learning from mutation data

3 Conclusion
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Joint work with...

Franck Emmanuel Andrei Anne-Claire Laurent Guillaume
Rapaport Barillot Zinovyev Haury Jacob Obozinski



Gene expression

http://mrsbabbkv.weebly.com/rna--protein.html

About 22,000 genes encoded in DNA (same for all cells)
Expression of each gene (= RNA synthesis) varies between cells
Can be measured for all genes simultaneously with sequencing

http://mrsbabbkv.weebly.com/rna--protein.html


Feature selection (a.k.a. molecular signature)



Example: 70-gene breast cancer prognostic signature

van ’t Veer et al. (2002);
van de Vijver et al. (2002)



But...

70	genes	(Nature,	2002)	 76	genes	(Lancet,	2005)	

3	genes	in	common	

van ’t Veer et al. (2002); Wang et al. (2005)



3 genes is the best you can expect given n and p

The Influence of Feature Selection Methods on Accuracy,
Stability and Interpretability of Molecular Signatures
Anne-Claire Haury1,2,3*, Pierre Gestraud1,2,3, Jean-Philippe Vert1,2,3

1 Mines ParisTech, Centre for Computational Biology, Fontainebleau, France, 2 Institut Curie, Paris, France, 3 Institut National de la Santé et de la Recherche Médicale,
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Biomarker discovery from high-dimensional data is a crucial problem with enormous applications in biology and medicine.
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stability and functional interpretability of the signatures they produce. We observe that the feature selection method has a
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Introduction

Biomarker discovery from high-dimensional data, such as
transcriptomic or SNP profiles, is a crucial problem with
enormous applications in biology and medicine, such as diagnosis,
prognosis, patient stratification in clinical trials or prediction of the
response to a given treatment. Numerous studies have for example
investigated so-called molecular signatures, i.e., predictive models
based on the expression of a small number of genes, for the
stratification of early breast cancer patients into low-risk or high-
risk of relapse, in order to guide the need for adjuvant therapy [1].

While predictive models could be based on the expression of
more than a few tens of genes, several reasons motivate the search
for short lists of predictive genes. First, from a statistical and
machine learning perspective, restricting the number of variables
is often a way to reduce over-fitting when we learn in high
dimension from few samples and can thus lead to better
predictions on new samples. Second, from a biological viewpoint,
inspecting the genes selected in the signature may shed light on
biological processes involved in the disease and suggest novel
targets. Third, and to a lesser extent, a small list of predictive genes
allows the design of cheap dedicated prognostic chips.

Published signatures share, however, very few genes in
common, raising questions about their biological significance
[2]. Independently of differences in cohorts or technologies, [3]
and [4] demonstrate that a major cause for the lack of overlap
between signatures is that many different signatures lead to
similar predictive accuracies, and that the process of estimating
a signature is very sensitive to the samples used in the phase of
gene selection. Specifically [5], suggest that many more samples
than currently available would be required to reach a descent

level of signature stability, meaning in particular that no
biological insight should be expected from the analysis of
current signatures. On the positive side, some authors noticed
that the biological functions captured by different signatures are
similar, in spite of the little overlap between them at the gene
level [6–8].

From a machine learning point of view, estimating a signature
from a set of expression data is a problem of feature selection, an
active field of research in particular in the high-dimensional setting
[9]. While the limits of some basic methods for feature selection
have been highlighted in the context of molecular signatures, such
as gene selection by Pearson correlation with the output [5], there
are surprisingly very few and only partial investigations that focus
on the influence of the feature selection method on the performance and
stability of the signature [10]. compared various feature selection
methods in terms of predictive performance only, and [11] suggest
that ensemble feature selection improves both stability and
accuracy of SVM recursive feature elimination (RFE), without
comparing it with other methods. However, it remains largely
unclear how ‘‘modern’’ feature selection methods such as the
elastic net [12], SVM RFE or stability selection [13] behave in
these regards and how they compare to more basic univariate
techniques.

Here we propose an empirical comparison of a panel of feature
selection techniques in terms of accuracy and stability, both at the
gene and at the functional level. Using four breast cancer datasets,
we observe significant differences between the methods. Surpris-
ingly, we find that ensemble feature selection, i.e., combining
multiple signatures estimated on random subsamples, has
generally no positive impact, and that simple filters can
outperform more complex wrapper or embedded methods.
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Learning with regularization

For a sample x 2 Rp, learn a linear decision function:

f�(x) = �>x min
�2Rp

R(f�) + �⌦(�)

R(f�) empirical risk, e.g., R(f�) = 1
n
Pn

i=1 (f�(xi) � yi)
2

⌦(�) penalty, to control overfitting in high dimension, e.g.:
⌦(�) =

Pp
i=1 �2

i (ridge regression, SVM,...)
⌦(�) =

Pp
i=1 |�i | (lasso, boosting,...)



Sparsity with `1 regularization

min
�

R(f�) + �
pX

i=1

|�i | , min
�

R(f�) such that
pX

i=1

|�i |  C

Leads to sparse models (feature selection)



Atomic Norm (Chandrasekaran et al., 2012)

Definition
Given a set of atoms A, the associated atomic norm is

kxkA = inf{t > 0 | x 2 t conv(A)}.

A should be centrally symmetric and span Rp
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Gene networks as prior knowledge
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Let’s force the signatures to be "coherent" with a known gene network?



Graph-based structured feature selection

Graph lasso(s)

⌦1(�) =
X

i⇠j

q
�2

i + �2
j (Jenatton et al., 2011)

⌦2(�) = sup
↵2Rp:8i⇠j,k↵2

i +↵2
j k1

↵>� (Jacob et al., 2009)



Lasso signature (accuracy 0.61)

Breast cancer prognosis, Jacob et al. (2009)



Graph Lasso signature (accuracy 0.64)

Breast cancer prognosis, Jacob et al. (2009)



Other atomic norms

Disjoint feature selection for hierarchical classification (Vervier
et al., 2014)
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Sparse low-rank matrices for sparse PCA and regression (Richard
et al., 2014)



Graph smoothing penalty

⌦G(�) =
X

i⇠j

(�i � �j)
2

Let (ei , �i)i=1,...,p the Fourier basis of the
graph (eigenvectors of the Laplacian)
Learning with ⌦G(�) on data x is the
same as learning with ⌦(�) = k�k2 on
the smoothed data �(x):

�(x) =
X

i:�i>0

1p
�i
(x>ei)ei

See (Rapaport et al., 2007) for other
variants



Classifiers
Rapaport et al
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Fig. 4. Global connection map of KEGG with mapped coefficients of the decision function obtained by applying a customary linear SVM

(left) and using high-frequency eigenvalue attenuation (80% of high-frequency eigenvalues have been removed) (right). Spectral filtering

divided the whole network into modules having coordinated responses, with the activation of low-frequency eigen modes being determined by

microarray data. Positive coefficients are marked in red, negative coefficients are in green, and the intensity of the colour reflects the absolute

values of the coefficients. Rhombuses highlight proteins participating in the Glycolysis/Gluconeogenesis KEGG pathway. Some other parts of

the network are annotated including big highly connected clusters corresponding to protein kinases and DNA and RNA polymerase sub-units.

5 DISCUSSION

Our algorithm groups predictor variables according to highly

connected "modules" of the global gene network. We assume

that the genes within a tightly connected network module

are likely to contribute similarly to the prediction function

because of the interactions between the genes. This motivates

the filtering of gene expression profile to remove the noisy

high-frequencymodes of the network.

Such grouping of variables is a very useful feature of the

resulting classification function because the function beco-

mes meaningful for interpreting and suggesting biological

factors that cause the class separation. This allows classifi-

cations based on functions, pathways and network modules

rather than on individual genes. This can lead to a more robust

behaviour of the classifier in independent tests and to equal if

not better classification results. Our results on the dataset we

analysed shows only a slight improvement, although this may

be due to its limited size. Thereforewe are currently extending

our work to larger data sets.

An important remark to bear in mind when analyzing pictu-

res such as fig.4 and 5 is that the colors represent the weights

of the classifier, and not gene expression levels. There is

of course a relationship between the classifier weights and

the typical expression levels of genes in irradiated and non-

irradiated samples: irradiated samples tend to have expression

profiles positively correlated with the classifier, while non-

irradiated samples tend to be negatively correlated. Roughly

speaking, the classifier tries to find a smooth function that

has this property. If more samples were available, better

non-smooth classifier might be learned by the algorithm, but

constraining the smoothness of the classifier is away to reduce

the complexity of the learning problem when a limited num-

ber of samples are available. This means in particular that the

pictures provide virtually no information regarding the over-

8



Another representation: ranking
Replace x 2 Rp by �(x) 2 {0, 1}p(p�1)/2:

�i,j(x) =

(
1 if xi  xj ,

0 otherwise.
Yunlong Jiao



Kernel trick

�(x)>�(x 0) = ⌧(x , x 0) (up to a scaling)

Theorem ((Jiao and Vert, 2015))
The Kendall and Mallows kernels are positive definite and can be
evaluated in O(p log p) time.



Related work

Cayley graph of S4

Kondor and Barbarosa (2010)
proposed the diffusion kernel on the
Cayley graph of the symmetric group
generated by adjacent transpositions.
Computationally intensive (O(pp))

Mallows kernel is written as

K �
M(�, �0) = e��nd (�,�

0) ,

where nd(�, �0) is the shortest path
distance on the Cayley graph.
It can be computed in O(p log p)



Application

●

●

●

SV
M
kd
tA
LL

SV
M
lin
ea
rT
O
P

SV
M
lin
ea
rA
LL

SV
M
kd
tT
O
P

SV
M
po
ly
A
LL

K
FD
kd
tA
LL

kT
SP

SV
M
po
ly
TO
P

K
FD
lin
ea
rA
LL

K
FD
po
ly
A
LL

TS
P

SV
M
rb
fA
LL

K
FD
rb
fA
LL

A
PM

V

0.4

0.6

0.8

1.0

ac
c

Dataset No. of features No. of samples (training/test)
Breast Cancer 1 23624 44/7 (Non-relapse) 32/12 (Relapse)
Breast Cancer 2 22283 142 (Non-relapse) 56 (Relapse)
Breast Cancer 3 22283 71 (Poor Prognosis) 138 (Good Prognosis)

Colon Tumor 2000 40 (Tumor) 22 (Normal)
Lung Cancer 1 7129 24 (Poor Prognosis) 62 (Good Prognosis)
Lung Cancer 2 12533 16/134 (ADCA) 16/15 (MPM)

Medulloblastoma 7129 39 (Failure) 21 (Survivor)
Ovarian Cancer 15154 162 (Cancer) 91 (Normal)

Prostate Cancer 1 12600 50/9 (Normal) 52/25 (Tumor)
Prostate Cancer 2 12600 13 (Non-relapse) 8 (Relapse)



Outline
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Joint work with

Marine Le Morvan Andrei Zinovyev



Somatic mutations in cancer

Stratton et al. (2009)



Large-scale efforts to collect somatic mutations

3, 378 samples with survival information from 8 cancer types

downloaded from the TCGA / cBioPortal portals.

Cancer type Patients Genes
LUAD (Lung adenocarcinoma) 430 20 596

SKCM (Skin cutaneous melanoma) 307 17 463
GBM (Glioblastoma multiforme) 265 14 750

BRCA (Breast invasive carcinoma) 945 16 806
KIRC (Kidney renal clear cell carcinoma) 411 10 609

HNSC (Head and Neck squamous cell carcinoma) 388 17 022
LUSC (Lung squamous cell carcinoma) 169 13 590

OV (Ovarian serous cystadenocarcinoma) 363 10 195



Survival prediction from raw mutation profiles

Each patient is a binary vector: each gene is mutated (1) or not (2)
Silent mutations are removed
Survival model estimated with sparse survival SVM
Results on 5-fold cross-validation repeated 4 times



Changing the representation?

Can we replace

x 2 {0, 1}p with p very large, very sparse

by a representation with more information shared between samples

�(x) 2 H ?



NetNorm Overview (Le Morvan et al., 2016)

Modify the binary vector x 2 {0, 1}p of each patient by adding or
removing mutations, using a gene network as prior knowledge
After Netnorm, all patients �(x) 2 {0, 1}p have the same number
of (pseudo-)mutations

2 Results

2.1 Overview of NetNorM
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have mutations ’removed’ in their genes with lowest degree until they reach k mutations.
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Many forms of cancer have multiple subtypes with different 
causes and clinical outcomes. Somatic tumor genome sequences 
provide a rich new source of data for uncovering these 
subtypes but have proven difficult to compare, as two tumors 
rarely share the same mutations. Here we introduce network-
based stratification (NBS), a method to integrate somatic 
tumor genomes with gene networks. This approach allows for 
stratification of cancer into informative subtypes by clustering 
together patients with mutations in similar network regions. 
We demonstrate NBS in ovarian, uterine and lung cancer cohorts 
from The Cancer Genome Atlas. For each tissue, NBS identifies 
subtypes that are predictive of clinical outcomes such as 
patient survival, response to therapy or tumor histology. We 
identify network regions characteristic of each subtype and 
show how mutation-derived subtypes can be used to train  
an mRNA expression signature, which provides similar 
information in the absence of DNA sequence.

Cancer is a disease that is not only complex, i.e., driven by a com-
bination of genes, but also wildly heterogeneous, in that gene 
combinations can vary greatly between patients. To gain a bet-
ter understanding of these complexities, researchers involved 
in projects such as The Cancer Genome Atlas (TCGA) and the 
International Cancer Genome Consortium (ICGC) are systemati-
cally profiling thousands of tumors at multiple layers of genome-
scale information, including mRNA and microRNA expression, 
DNA copy number and methylation, and DNA sequence1–3. There 
is now a strong need for informatics methods that can integrate and 
interpret genome-scale molecular information to provide insight 
into the molecular processes driving tumor progression. Such 
methods are also of pressing need in the clinic, where the impact 
of genome-scale tumor profiling has been limited by the inability 
to derive clinically relevant conclusions from the data4,5.

One of the fundamental goals of cancer informatics is tumor 
stratification, whereby a heterogeneous population of tumors is 
divided into clinically and biologically meaningful subtypes as 
determined by similarity of molecular profiles. Most prior attempts 
to stratify tumors with molecular profiles have used mRNA expres-
sion data2,6–9, resulting in the discovery of informative subtypes 
in diseases such as glioblastoma and breast cancer. On the other 
hand, in TCGA cohorts including colorectal adenocarcinoma and 

Network-based stratification of tumor mutations
Matan Hofree1, John P Shen2, Hannah Carter2, Andrew Gross3 & Trey Ideker1–3

small-cell lung cancer, subtypes derived from expression profiles do 
not correlate with any clinical phenotype including patient survival 
and response to chemotherapy2,10. These results might be due to 
limitations of expression-based analysis11 such as issues with RNA 
sample quality, lack of reproducibility between biological replicates 
and ample opportunities for overfitting of data.

A promising new source of data for tumor stratification is the 
somatic mutation profile, in which high-throughput sequencing 
is used to compare the genome or exome of a patient’s tumor 
to that of the germ line to identify mutations that have become 
enriched in the tumor cell population12. As this set of mutations 
is presumed to contain the causal drivers of tumor progression13, 
similarities and differences in mutations across patients could 
provide invaluable information for stratification. Although indi-
vidual mutations in cancer genes have long been used to stratify 
patients14–17, stratification based on the entire mutation profile 
has been more challenging. Somatic mutations are fundamen-
tally unlike other data types such as expression or methylation, in 
which nearly all genes or markers are assigned a quantitative value 
in every patient. Instead, somatic mutation profiles are extremely 
sparse, with typically fewer than 100 mutated bases in an entire 
exome (Supplementary Fig. 1). They are also remarkably het-
erogeneous, such that it is very common for clinically identical 
patients to share no more than a single mutation2,18,19.

Here we report that these problems can be largely overcome 
by integrating somatic mutation profiles with knowledge of 
the molecular network architecture of human cells. It is widely 
appreciated that cancer is a disease not of individual mutations, 
nor of genes, but of combinations of genes acting in molecular 
networks corresponding to hallmark processes such as cell pro-
liferation and apoptosis20,21. We postulated that, although two 
tumors may not have any mutations in common, they may share 
the networks affected by these mutations (as per Waddington’s 
original theory of ‘genetic canalization’22). Although current  
cancer pathway maps are incomplete, much relevant information 
is available in public databases of human protein-protein, func-
tional and pathway interactions. An increasing number of studies 
have successfully integrated these network databases with tumor 
molecular profiles to map the molecular pathways of cancer23–27.  
Here we focus on the orthogonal problem of using network 
knowledge to stratify a cohort into meaningful subsets. Using this  
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knowledge, we were able to cluster somatic mutation profiles into 
robust tumor subtypes that are biologically informative and have 
a strong association to clinical outcomes such as patient survival 
time and emergence of drug resistance. As a proof of principle, 
we applied this method to stratify the somatic mutation profiles 
of three major cancers cataloged in TCGA: ovarian, uterine and 
lung adenocarcinoma.

RESULTS
Overview of network-based stratification
NBS combines genome-scale somatic mutation profiles with 
a gene interaction network to produce a robust subdivision of 
patients into subtypes (Fig. 1a). Briefly, somatic mutations for 
each patient are represented as a profile of binary (1, 0) states on 
genes, in which a ‘1’ indicates a gene for which mutation (a single- 
nucleotide base change or the insertion or deletion of bases) has 
occurred in the tumor relative to germ line. For each patient,  
we project the mutation profile onto a human gene interaction 
network obtained from public databases28–30. Next we apply 
network propagation31 to spread the influence of each mutation 
over its network neighborhood (Fig. 1b). The resulting matrix 
of ‘network-smoothed’ patient profiles is clustered into a pre-
defined number of subtypes (k = 2, 3, … 12) via non-negative 
matrix factorization32 (NMF, Fig. 1c), an unsupervised technique. 
Finally, to promote robust cluster assignments, we use consensus 
clustering33, aggregating the results of 1,000 different subsamples 
from the entire data set into a single clustering result (Fig. 1d). 
For further details, see Online Methods. To evaluate the impact 
of different sources of network data, we used three interaction 
databases for this analysis: search tool for the retrieval of inter-
acting genes (STRING)29, HumanNet28 or PathwayCommons30. 
Supplementary Table 1 summarizes the number of genes and 
interactions used in our analysis from each of these three net-
works. Our implementation of NBS is available as Supplementary 

Software; for updated versions, NBS may be downloaded from 
http://idekerlab.ucsd.edu/software/NBS/.

Benchmarking and performance analysis
In an initial exploration of NBS, we simulated a somatic mutation 
data set using the structure of the TCGA ovarian tumor muta-
tion data and the STRING gene interaction network (Fig. 2a).  
Mutation profiles were permuted, and patients were divided 
randomly and uniformly into a predefined number of subtypes  
(k = 4). Next we reassigned a fraction of mutations in each patient 
to fall within genes of a single ‘network module’ characteristic of 
that patient’s subtype (the ‘driver’ mutation frequency f, varied 
from 0% to 15%); the remaining mutations were left to occur 
randomly. We selected the network modules randomly from the 
set of all network modules in STRING, defined as sets of densely 
interacting genes with size range s = 10–250 (see Online Methods 
for details and justification for the ranges of k, f and s). Although 
it is unknown whether these assumptions completely mirror the 
biology of cancer, they provide a reasonable model of a pathway-
based genetic disease that is (i) driven by genetic circuits cor-
responding to a molecular network whose activity can be altered 
by mutations at multiple genes and (ii) characterized by many 
additional mutations that are noncausal ‘passengers’.

Using this simulation framework, we measured the ability of 
NBS to recover the correct subtype assignments in comparison to 
a standard consensus clustering approach not based on network 
knowledge (Online Methods). NBS showed a striking improve-
ment in performance, especially for large network modules, as 
these can be associated with any of numerous different mutations 
across the patient population (Fig. 2b). As module size decreased, 
the chance of observing the same mutated gene in patients of the 
same subtype increased, and the standard clustering algorithm 
performed increasingly well. We found that the high performance 
of NBS depended not only on network smoothing but also on the 
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Figure 1 | Overview of network-based stratification (NBS). (a) Flowchart of the approach. (b) Example illustrating smoothing of patient somatic mutation profiles 
over a molecular interaction network. Mutated genes are shown in yellow (patient 1) and blue (patient 2) in the context of a gene interaction network. Following 
smoothing, the mutational activity of a gene is a continuous value reflected in the intensity of yellow or blue; genes with high scores in both patients appear 
in green (dashed oval). (c) Clustering mutation profiles using non-negative matrix factorization (NMF) regularized by a network. The input data matrix (F) is 
decomposed into the product of two matrices: one of subtype prototypes (W) and the other of assignments of each mutation profile to the prototypes (H). The 
decomposition attempts to minimize the objective function shown, which includes a network influence constraint L on the subtype prototypes. k, predefined 
number of subtypes. (d) The final tumor subtypes are obtained from the consensus (majority) assignments of each tumor after 1,000 applications of the 
procedures in b and c to samples of the original data set. A darker blue color in the matrix coincides with higher co-clustering for pairs of patients.



Performance on survival prediction

Use Pathway Commons as gene network.
NSQN = Network Smoothing / Quantile Normalization (Hofree et al., 2013)



NetNorM and NSQN benefit from biological
information in the gene network
Comparison with 10 randomly permuted networks:

P-values (Welch t-test):
NSQN NetNorM

LUAD 2 ⇥ 10�3 3.5 ⇥ 10�2

SKCM 1.2 ⇥ 10�2 1 ⇥ 10�4



Selected genes represent "true" or "proxy" mutations

freq coef mall m<kmed
m�kmed

Log-rank test (p-value) Welsh t-test (p-value)

raw NetNorM raw NetNorM raw NetNorM raw NetNorM raw NetNorM

TP53 19 -0.16 238 274 123 159 115 115 7.6 � 10�2 9.4 � 10�2 5.2 � 10�22 1.2 � 10�13

CRB1 18 -0.4 44 38 22 22 22 16 1.6 � 10�4 1.4 � 10�6 9.9 � 10�4 6.9 � 10�2

NOTCH4 17 -0.23 42 26 14 14 28 12 9.3 � 10�1 3.3 � 10�2 1.9 � 10�6 2.6 � 10�1

ANK2 17 0.1 90 90 33 33 57 57 1.2 � 10�2 1.2 � 10�2 6.3 � 10�10 6.3 � 10�10

RPS9 16 0.38 0 106 0 106 0 0 - 1.8 � 10�1 - 4.2 � 10�47

LAMA2 15 0.16 52 38 14 15 38 23 1.5 � 10�2 2.3 � 10�2 6.3 � 10�9 2.6 � 10�3

RYR2 14 0.07 165 161 70 70 95 91 1.4 � 10�2 2.1 � 10�2 6.7 � 10�19 1 � 10�15

IGF2BP2 14 -0.15 6 67 2 63 4 4 1.4 � 10�5 3.6 � 10�3 1 � 10�1 6.8 � 10�7

SMARCA5 14 -0.09 5 137 1 133 4 4 2.1 � 10�1 5.3 � 10�3 1.3 � 10�1 1 � 10�27

KHDRBS1 13 0.11 7 117 2 112 5 5 7.1 � 10�1 9.7 � 10�1 6.5 � 10�2 1.3 � 10�18

YWHAZ 13 -0.18 2 241 0 239 2 2 2.5 � 10�31 6.1 � 10�4 4.7 � 10�1 4.4 � 10�37

HRNR 13 -0.12 62 64 20 22 42 42 1.1 � 10�1 1.1 � 10�1 6 � 10�10 2.9 � 10�9

CSNK2A2 11 0.06 2 129 1 128 1 1 9 � 10�1 8.8 � 10�1 5.9 � 10�1 4.2 � 10�27

MED12L 11 0.04 27 27 8 8 19 19 5.5 � 10�2 5.5 � 10�2 1.7 � 10�4 1.7 � 10�4

Table 2 – Genes frequently selected in the survival prediction model for LUAD using NetNorM with
Pathway Commons. freq : number of times a gene was selected in the model out of 20 cross-validation folds
(we only report genes that were selected at least 10 times). coef : median coe�cient associated to a gene
across the cross-validation folds where this gene was selected. mall: number of mutations across all patients.
m<kmed (resp. m�kmed)

): number of mutations across patients with less (resp. more) than kmed mutations
where kmed is the median value learned for the parameter k across cross-validation folds. Log-rank test
(resp. Welsh t-test): p-value obtained with a log-rank test (resp. Welsh t-test) that compares mutated and
non-mutated patients in a given gene. mall, m<kmed , m�kmed)

, Log-rank test and Welsh t-test were computed
for both the raw data and the data preprocessed with NetNorM with k = kmed. Rows highlighted in blue
indicate proxy genes.

In the case of LUAD, 8 out of the 14 selected genes are non-proxy genes, meaning they tend to
be really mutated when they are marked as mutated after NetNorM normalisation. Interestingly,
mutations in half of these genes are predictive of an increased survival time (corresponding to a
positive coe�cient in the sparse survival SVM) while mutations in the other half are predictive
of a decreased survival time (corresponding to a negative coe�cient). The three most important
predictors according to their weight in the model and their frequency of selection include TP53
(selected in 95% of the folds, median coe�cient �0.16), CRB1 (selected in 90% of the folds, median
coe�cient �0.4) and NOTCH4 (selected in 85% of the folds, median coe�cient �0.23) and are all
predictive of a decreased survival time. TP53 is a well-known cancer gene and has been reported as
significantly mutated in LUAD [19, 20]. NOTCH4 is part of the NOTCH signalling pathway which
has been widely implicated in cancer and shown to act as both oncogene or tumour suppressor
depending on the context [21]. Finally, CRB1 is known to localise at tight junctions but little is

freq coef mall m<k m�k Log-rank test (p-value) Welsh t-test (p-value)

raw NetNorM raw NetNorM raw NetNorM raw NetNorM raw NetNorM

UBC 17 -0.27 19 116 4 101 15 15 4.6 � 10�2 4.4 � 10�7 3.8 � 10�2 7.7 � 10�4

FLNC 15 -0.2 50 53 1 4 49 49 8.3 � 10�4 4.8 � 10�3 2.9 � 10�5 5.6 � 10�5

PRRC2A 13 -0.11 29 29 1 1 28 28 1.4 � 10�2 1.4 � 10�2 1.7 � 10�4 1.7 � 10�4

MATR3 12 -0.13 7 47 0 40 7 7 9.3 � 10�4 2.9 � 10�6 1.5 � 10�1 2.9 � 10�6

DSP 12 -0.06 64 67 3 6 61 61 7.6 � 10�2 5.4 � 10�2 2.3 � 10�6 4.7 � 10�6

SACS 12 0.12 42 40 3 4 39 36 2.8 � 10�3 4.7 � 10�3 4.9 � 10�3 2.4 � 10�3

IQGAP2 12 -0.1 24 23 1 1 23 22 3.2 � 10�2 2.6 � 10�2 5.8 � 10�2 2.7 � 10�2

Table 3 – Genes frequently selected in the survival prediction model for SKCM using NetNorM.
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14 genes are selected at least 50% of the time
6/14 are "proxy" genes (in blue)

big hubs in the network
get mutated by NetNorm in patients with few mutations =) they
encode the mutation rate

8/14 are "normal" prognostic genes



Proxy mutations encode local mutational burden

a b

c

Figure 4 – Analysis of predictive genes. (a) Comparison of survival prediction performances according
to patients’ mutation rate for LUAD. Three di�erent representations of the mutations are used to perform
survival prediction using a ranking SVM: raw (the raw binary mutation data), NSQN (network smoothing
with quantile normalisation) and NetNorM. NSQN and NetNorM are applied with Pathway Commons as
gene-gene interaction network. Performances for half of the patients with fewer (resp. more) mutations are
derived from the predictions made using the whole dataset. (b) Scatter plot of the correlation between the
total number of mutations across patients and the number of mutated neighbours of a gene across patients
(x-axis) against the degree of a gene (y-axis). This plot was generated using the raw mutation data for LUAD
and Pathway Commons. (c) Scatter plot of the total number of mutations in a patient (x-axis) against the
number of mutated neighbours of KHDRBS1 in a patient (y-axis). Only patients with less that kmed = 295
mutations are shown, where kmed is the median value of k learned across cross-validation folds. Red (resp.
blue) indicate patients mutated (resp. non mutated) in KHDRBS1 after processing with NetNorM using
k = kmed. The black line was fit by linear regression and by definition indicates the expected number of
mutated neighbours of KHDRBS1 given the mutation rate of a patient. The plot was generated using the
LUAD dataset with Pathway Commons.
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KHDRBS1: a member of the K homology domain-containing, RNA-binding, signal transduction-associated protein family
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1 Learning from gene expression data
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3 Conclusion



Conclusion

Many new exciting problems and lots of data in computational
genomics and precision medicine
n << p problem requires dedicated methods

new representations x ! �(x)
new learning techniques (structured sparsity, regularization, ...)

Some problems seem inherently complicated
Big data analytics will help, but is certainly not a magic bullet
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• ESPCI!:!mailing!aux!3A!+!présentation!d’ITI/rencontre!avec!les!

étudiants!en!présence!des!directrice!de!la!scolarité!et!directrice!des!

relations!entreprises!;!8!élèves!présents!

• Contacts!en!cours!avec!les!Ponts!et!l’ENS!Lyon!(en!attente!de!

réponse)!

• Rencontre!à!l’ANRT!avec!le!délégué!général!et!la!chef!du!service!

CIFRE:!accord&de&communication&sur&le&programme&ITI&via&le&site&

internet&de&l’ANRT!(rubrique!"zoom!sur")!

• Promotion!aux!Rencontres!Universités!Entreprises!(RUE)!

• Echange!avec!Stéphane!Mallat!et!réflexion!sur!la!pertinence!du!

programme!tronc!commun!

• Rencontre!avec!le!responsable!des!relations!internationales!de!la!

National!Taiwan!University!à!l’ESPCI:!présentation!d’ITI!

• Contact!en!cours!pour!visite!d‘entreprise!

• Article&les&Echos&

• Création&du&logo&PSL/ITI&et&du&Diplôme&Supérieur&de&Recherche&et&

d’Innovation&de&PSL/ITI&(DSRI),&dépôt&INPI&en&cours.&

!

!

2/!MISE!EN!ŒUVRE!OPERATIONNELLE!DU!PROGRAMME!
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