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A complex system

1 body = 1014 human cells (and 100x more non-human cells)
1 cell = 6× 109 ACGT coding for 20,000 genes



Cancer

http://rise.duke.edu/seek/pages/page.html?0205

http://rise.duke.edu/seek/pages/page.html?0205


A cancer cell (1900)



A cancer cell (1960)



A cancer cell (2010)



What happened?



Sequencing has many applications

(Frese et al., 2013)



More data to come

http://ihealthtran.com/wordpress/2013/03/
infographic-friday-the-body-as-a-source-of-big-data/

http://ihealthtran.com/wordpress/2013/03/infographic-friday-the-body-as-a-source-of-big-data/
http://ihealthtran.com/wordpress/2013/03/infographic-friday-the-body-as-a-source-of-big-data/


Opportunities

What is your risk of developing a cancer? (prevention)
Once detected, what precisely is your cancer (diagnosis)
After treatment, what is your risk of relapse? (prognosis)
What is the best therapy for your cancer? (precision medicine)



Example: precision medicine



Learning from data (EASY case)

n(= 19) patients >> p(= 2) genes
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*-omics challenge: n << p

n = 102 ∼ 104 (patients)
p = 104 ∼ 107 (genes, mutations, copy number, ...)
Data of various nature (continuous, discrete, structured, ...)
Data of variable quality (technical/batch variations, noise, ...)

Consequences:
Accuracy drops
Biomarker selection unstable
Speed and scalability can become an issue



Some general ideas

How to represent the data?
How adapt ML algorithms to specific problems, e.g., by including
prior knowledge?
How scale algorithms by, e.g., reformulations, relaxations or
tricks?



Outline

1 Learning with regularization and prior knowledge

2 Cancer patient stratification from somatic mutations

3 Learning from rankings through pairwise comparisons

4 FlipFlop: fast isoform prediction from RNA-seq data

5 Conclusion
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Joint work with...

Franck Emmanuel Andrei Anne-Claire Laurent Guillaume
Rapaport Barillot Zinovyev Haury Jacob Obozinski



Gene expression

http://mrsbabbkv.weebly.com/rna--protein.html

About 22,000 genes encoded in DNA (same for all cells)
Expression of each gene (= RNA synthesis) varies between cells
Can be measured for all genes simultaneously with sequencing

http://mrsbabbkv.weebly.com/rna--protein.html


Feature selection (a.k.a. molecular signature)



Example: 70-gene breast cancer prognostic signature

van ’t Veer et al. (2002);
van de Vijver et al. (2002)



But...

70	genes	(Nature,	2002)	 76	genes	(Lancet,	2005)	

3	genes	in	common	

van ’t Veer et al. (2002); Wang et al. (2005)



3 genes is the best you can expect given n and p
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Introduction

Biomarker discovery from high-dimensional data, such as
transcriptomic or SNP profiles, is a crucial problem with
enormous applications in biology and medicine, such as diagnosis,
prognosis, patient stratification in clinical trials or prediction of the
response to a given treatment. Numerous studies have for example
investigated so-called molecular signatures, i.e., predictive models
based on the expression of a small number of genes, for the
stratification of early breast cancer patients into low-risk or high-
risk of relapse, in order to guide the need for adjuvant therapy [1].

While predictive models could be based on the expression of
more than a few tens of genes, several reasons motivate the search
for short lists of predictive genes. First, from a statistical and
machine learning perspective, restricting the number of variables
is often a way to reduce over-fitting when we learn in high
dimension from few samples and can thus lead to better
predictions on new samples. Second, from a biological viewpoint,
inspecting the genes selected in the signature may shed light on
biological processes involved in the disease and suggest novel
targets. Third, and to a lesser extent, a small list of predictive genes
allows the design of cheap dedicated prognostic chips.

Published signatures share, however, very few genes in
common, raising questions about their biological significance
[2]. Independently of differences in cohorts or technologies, [3]
and [4] demonstrate that a major cause for the lack of overlap
between signatures is that many different signatures lead to
similar predictive accuracies, and that the process of estimating
a signature is very sensitive to the samples used in the phase of
gene selection. Specifically [5], suggest that many more samples
than currently available would be required to reach a descent

level of signature stability, meaning in particular that no
biological insight should be expected from the analysis of
current signatures. On the positive side, some authors noticed
that the biological functions captured by different signatures are
similar, in spite of the little overlap between them at the gene
level [6–8].

From a machine learning point of view, estimating a signature
from a set of expression data is a problem of feature selection, an
active field of research in particular in the high-dimensional setting
[9]. While the limits of some basic methods for feature selection
have been highlighted in the context of molecular signatures, such
as gene selection by Pearson correlation with the output [5], there
are surprisingly very few and only partial investigations that focus
on the influence of the feature selection method on the performance and
stability of the signature [10]. compared various feature selection
methods in terms of predictive performance only, and [11] suggest
that ensemble feature selection improves both stability and
accuracy of SVM recursive feature elimination (RFE), without
comparing it with other methods. However, it remains largely
unclear how ‘‘modern’’ feature selection methods such as the
elastic net [12], SVM RFE or stability selection [13] behave in
these regards and how they compare to more basic univariate
techniques.

Here we propose an empirical comparison of a panel of feature
selection techniques in terms of accuracy and stability, both at the
gene and at the functional level. Using four breast cancer datasets,
we observe significant differences between the methods. Surpris-
ingly, we find that ensemble feature selection, i.e., combining
multiple signatures estimated on random subsamples, has
generally no positive impact, and that simple filters can
outperform more complex wrapper or embedded methods.
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Ideas

Can we improve the p << n situation,
either explicitly (reduce p)
or implicitly (change the metric / the learning algorithm)

using prior knowledge we may have about the genes?



Learning with regularization

For a sample x ∈ Rp, learn a linear decision function:

fβ(x) = β>x min
β∈Rp

R(fβ) + λΩ(β)

R(fβ) empirical risk, e.g., R(fβ) = 1
n
∑n

i=1 (fβ(xi)− yi)
2

Ω(β) penalty, to control overfitting in high dimension, e.g.:
Ω(β) =

∑p
i=1 β

2
i (ridge regression, SVM,...)

Ω(β) =
∑p

i=1 |βi | (lasso, boosting,...)



Example: `1 regularization

min
β

R(fβ) + λ

p∑

i=1

|βi | ⇔ min
β

R(fβ) such that
p∑

i=1

|βi | ≤ C

Leads to sparse models (feature selection)



Gene networks as prior knowledge
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Let’s force the signatures to be "coherent" with a known gene network?



Graph based penalty

fβ(x) = β>x min
β

R(fβ) + λΩ(β)

Prior hypothesis
Genes near each other on the graph should have similar weigths.

An idea (Rapaport et al., 2007)

Ω(β) =
∑

i∼j

(βi − βj)
2 ,

min
β∈Rp

R(fβ) + λ
∑

i∼j

(βi − βj)
2 .
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Classifiers
Rapaport et al
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Fig. 4. Global connection map of KEGG with mapped coefficients of the decision function obtained by applying a customary linear SVM

(left) and using high-frequency eigenvalue attenuation (80% of high-frequency eigenvalues have been removed) (right). Spectral filtering

divided the whole network into modules having coordinated responses, with the activation of low-frequency eigen modes being determined by

microarray data. Positive coefficients are marked in red, negative coefficients are in green, and the intensity of the colour reflects the absolute

values of the coefficients. Rhombuses highlight proteins participating in the Glycolysis/Gluconeogenesis KEGG pathway. Some other parts of

the network are annotated including big highly connected clusters corresponding to protein kinases and DNA and RNA polymerase sub-units.

5 DISCUSSION

Our algorithm groups predictor variables according to highly

connected "modules" of the global gene network. We assume

that the genes within a tightly connected network module

are likely to contribute similarly to the prediction function

because of the interactions between the genes. This motivates

the filtering of gene expression profile to remove the noisy

high-frequencymodes of the network.

Such grouping of variables is a very useful feature of the

resulting classification function because the function beco-

mes meaningful for interpreting and suggesting biological

factors that cause the class separation. This allows classifi-

cations based on functions, pathways and network modules

rather than on individual genes. This can lead to a more robust

behaviour of the classifier in independent tests and to equal if

not better classification results. Our results on the dataset we

analysed shows only a slight improvement, although this may

be due to its limited size. Thereforewe are currently extending

our work to larger data sets.

An important remark to bear in mind when analyzing pictu-

res such as fig.4 and 5 is that the colors represent the weights

of the classifier, and not gene expression levels. There is

of course a relationship between the classifier weights and

the typical expression levels of genes in irradiated and non-

irradiated samples: irradiated samples tend to have expression

profiles positively correlated with the classifier, while non-

irradiated samples tend to be negatively correlated. Roughly

speaking, the classifier tries to find a smooth function that

has this property. If more samples were available, better

non-smooth classifier might be learned by the algorithm, but

constraining the smoothness of the classifier is away to reduce

the complexity of the learning problem when a limited num-

ber of samples are available. This means in particular that the

pictures provide virtually no information regarding the over-

8



Classifier
Spectral analysis of gene expression profiles using gene networks

 a)  b)
Fig. 5. Theglycolysis/gluconeogenesis pathways ofKEGGwithmapped coefficients of the decision function obtained by applying a customary

linear SVM (a) and using high-frequency eigenvalue attenuation (b). The pathways are mutually exclusive in a cell, as clearly highlighted by

our algorithm.

or under-expression of individual genes, which is the cost to

pay to obtain instead an interpretation in terms of more glo-

bal pathways. Constraining the classifier to rely on just a few

genes would have a similar effect of reducing the complexity

of the problem,butwould lead to amoredifficult interpretation

in terms of pathways.

An advantage of our approach over other pathway-based

clustering methods is that we consider the network modules

that naturally appear from spectral analysis rather than a histo-

rically defined separation of the network into pathways. Thus,

pathways cross-talking is taken into account, which is diffi-

cult to do using other approaches. It can however be noticed

that the implicit decomposition into pathways that we obtain

is biased by the very incomplete knowledge of the network

and that certain regions of the network are better understood,

leading to a higher connection concentration.

Like most approaches aiming at comparing expression data

with gene networks such as KEGG, the scope of this work

is limited by two important constraints. First the gene net-

work we use is only a convenient but rough approximation to

describe complex biochemical processes; second, the trans-

criptional analysis of a sample can not give any information

regarding post-transcriptional regulation and modifications.

Nevertheless, we believe that our basic assumptions remain

valid, in that we assume that the expression of the genes

belonging to the same metabolic pathways module are coor-

dinately regulated. Our interpretation of the results supports

this assumption.

Another important caveat is that we simplify the network

description as an undirected graph of interactions. Although

this would seem to be relevant for simplifying the descrip-

tion of metabolic networks, real gene regulation networks are

influenced by the direction, sign and importance of the interac-

tion. Although the incorporationof weights into the Laplacian

(equation 1) is straightforward and allows the extension of the

approach to weighted undirected graphs, the incorporation

of directions and signs to represent signalling or regulatory

pathways requires more work but could lead to important

advances for the interpretation of microarray data in cancer

studies, for example.

ACKNOWLEDGMENTS
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of the French Ministry for Research and New Technologies.
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Graph-based penalty as change of representation

Theorem
The function f (x) = β>x where β is solution of

min
β∈Rp

1
n

n∑

i=1

`
(
β>xi , yi

)
+ λ

∑

i∼j

(
βi − βj

)2

is equal to g(x) = γ>Φ(x) where γ is solution of

min
γ∈Rp

1
n

n∑

i=1

`
(
γ>Φ(xi), yi

)
+ λ

p∑

j=1

γ2
j ,

and where
Φ(x) = L−1/2x

with L the graph Laplacian.

L−1/2 is the square root of the pseudo-inverse of L.
Assuming each sample is centered on each connected component of the graph.



Graph Laplacian

Definition
The Laplacian of the graph is the matrix L = D − A.

1

2

3

4

5

L = D − A =




1 0 −1 0 0
0 1 −1 0 0
−1 −1 3 −1 0
0 0 −1 2 −1
0 0 0 1 1




∑

i∼j

(
βi − βj

)2
= β>Lβ



Fourier analysis on graphs

Eigenvectors of (ei)i=1,...,p of L
form the Fourier basis on the
graph
Eigenvalue (λi)i=1,...,p the
"frequencies"
Φ(x) = L−1/2x smoothes x :

Φ(x) =
∑

i:λi>0

1√
λi

(x>ei)ei

while

x =
∑

i:λi>0

(x>ei)ei



Other penalties with kernels

Φ(x)>Φ(x ′) = x>KGx ′

with:
KG = (c + L)−1 leads to

Ω(β) = c
p∑

i=1

β2
i +

∑

i∼j

(
βi − βj

)2
, Φ(x) =

∑

i

1√
c + λi

(x>ei)ei

The diffusion kernel:

KG = expM(−2tL) .

penalizes high frequencies of β in the Fourier domain:

Φ(x) =
∑

i

e−tλi (x>ei)ei



Fused lasso and generalized fused lasso

Gene selection + Piecewise constant on the graph (fused lasso,
Tibshirani et al., 2005).

Ω(β) =
∑

i∼j

∣∣βi − βj
∣∣+

p∑

i=1

|βi |

Gene selection + smooth on the graph

Ω(β) =
∑

i∼j

(
βi − βj

)2
+

p∑

i=1

|βi |



Example: classification of DNA copy number profiles
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Fused lasso solution (Rapaport et al., 2008)

min
β



R(fβ) + λ1

∑

i∼j

∣∣βi − βj
∣∣+ λ2

p∑

i=1

|βi |
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Generalization: atomic norms
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Generalization: atomic norms



Atomic Norm (Chandrasekaran et al., 2012)

Definition
Given a set of atoms A, the associated atomic norm is

‖x‖A = inf{t > 0 | x ∈ t conv(A)}.

NB: This is really a norm if A is centrally symmetric and spans Rp

Primal and dual form of the norm

‖x‖A = inf

{∑

a∈A
ca | x =

∑

a∈A
ca a, ca > 0, ∀a ∈ A

}

‖x‖∗A = sup
a∈A
〈a, x〉



Examples

Vector `1-norm: x ∈ Rp 7→ ‖x‖1

A =
{
± ek | 1 ≤ k ≤ p

}

Matrix trace norm: Z ∈ Rm1×m2 7→ ‖Z‖∗ (sum of singular value)

A =
{

ab> : a ∈ Rm1 ,b ∈ Rm2 , ‖a ‖2 = ‖b ‖2 = 1
}



Group lasso (Yuan and Lin, 2006)

For x ∈ Rp and G = {g1, . . . ,gG} a partition of [1,p]:

‖ x ‖1,2 =
∑

g∈G
‖ xg ‖2

is the atomic norm associated to the set of atoms

AG =
⋃

g∈G
{u ∈ Rp : supp(u) = g, ‖u ‖2 = 1}

G = {{1,2} , {3}}
‖ x ‖1,2 = ‖(x1, x2)>‖2 + ‖x3‖2

=
√

x2
1 + x2

2 +
√

x2
3



Group lasso with overlaps

How to generalize the group lasso when the groups overlap?
Set features to zero by groups (Jenatton et al., 2011)

‖ x ‖1,2 =
∑

g∈G
‖ xg ‖2

Select support as a union of groups (Jacob et al., 2009)

‖ x ‖AG
see also MKL (Bach et al., 2004)

G = {{1,2} , {2,3}}



Graph-based structured feature selection

Graph lasso(s)

Ω1(β) =
∑

i∼j

√
β2

i + β2
j (Jenatton et al., 2011)

Ω2(β) = sup
α∈Rp:∀i∼j,‖α2

i +α
2
j ‖≤1

α>β (Jacob et al., 2009)



Lasso signature (accuracy 0.61)

Breast cancer prognosis, Jacob et al. (2009)



Graph Lasso signature (accuracy 0.64)

Breast cancer prognosis, Jacob et al. (2009)



Disjoint feature selectionColumns with disjoint supports

X =

Motivation: multiclass or multitask classification problems where
we want to select features specific to each class or task
Example: recognize identify and emotion of a person from an
image (Romera-Paredes et al., 2012), or hierarchical
coarse-to-fine classifier (Xiao et al., 2011; Hwang et al., 2011)

An atomic norm

Optimality of ⌦K for p = 2

Theorem (Vervier, Mahé, d’Aspremont, Veyrieras and V., 2014)

For any X 2 Rn⇥2,
kX k2

O = ⌦K (X )

with

K =

✓
1 1
1 1

◆
.

Convex penalty for orthogonal columns

⌦K (X ) =

pX

i=1

Kiik xi k2 +
X

i 6=j

Kij

��� x>
i xj

���

Theorem (Xiao et al., 2011)

If K̄ is positive semidefinite, then ⌦K is convex, where

K̄ij =

(
| Kii | if i = j ,
�
��Kij

�� otherwise.

Joint work with...

Kevin Vervier, Pierre Mahé, Jean-Baptiste Veyrieras (Biomerieux)

Alexandre d’Aspremont (CNRS/ENS)

Joint work with...

Kevin Vervier, Pierre Mahé, Jean-Baptiste Veyrieras (Biomerieux)

Alexandre d’Aspremont (CNRS/ENS)

A. d’Aspremont

K. Vervier

(Vervier et al., 2014)(Vervier et al., 2014)



Example: microbial identification from MS spectra
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Summary

min
β

R(fβ) + λΩ(β)

Regularization helps learning when n << p
The penalty Ω is a good place to put prior knowledge (related to
Bayesian priors)
A lot of research on positive definite kernels
Atomic norms offers a general toolbox

Structured sparsity
Efficient algorithms (convex optimization)
Theoretical results



Outline

1 Learning with regularization and prior knowledge

2 Cancer patient stratification from somatic mutations

3 Learning from rankings through pairwise comparisons

4 FlipFlop: fast isoform prediction from RNA-seq data

5 Conclusion



Joint work with

Marine Le Morvan Andrei Zinovyev



Somatic mutations in cancer

Stratton et al. (2009)



Large-scale efforts to collect somatic mutations

3,378 samples with survival information from 8 cancer types

downloaded from the TCGA / cBioPortal portals.

Cancer type Patients Genes
LUAD (Lung adenocarcinoma) 430 20 596

SKCM (Skin cutaneous melanoma) 307 17 463
GBM (Glioblastoma multiforme) 265 14 750

BRCA (Breast invasive carcinoma) 945 16 806
KIRC (Kidney renal clear cell carcinoma) 411 10 609

HNSC (Head and Neck squamous cell carcinoma) 388 17 022
LUSC (Lung squamous cell carcinoma) 169 13 590

OV (Ovarian serous cystadenocarcinoma) 363 10 195



Survival prediction from raw mutation profiles

Each patient is a binary vector: each gene is mutated (1) or not (2)
Silent mutations are removed
Survival model estimated with sparse survival SVM
Results on 5-fold cross-validation repeated 4 times



Patient stratification (unsupervised) from raw mutation
profiles

X Non-Negative matrix
factorisation (NMF)

X Desired behaviour:

X Observed behaviour:

Patients share very few mutated genes!



Changing the representation?

Can we replace

x ∈ {0,1}p with p very large, very sparse

by a representation with more information shared between samples

Φ(x) ∈ H ?



NetNorm Overview (Le Morvan et al., 2016)

Modify the binary vector x ∈ {0,1}p of each patient by adding or
removing mutations, using a gene network as prior knowledge
After Netnorm, all patients Φ(x) ∈ {0,1}p have the same number
of (pseudo-)mutations

2 Results

2.1 Overview of NetNorM
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Figure 1 – Overview of NetNorM. (a) Using a gene network as background knowledge (lower left), NetNorM
normalises each mutation profile in a collection of somatic mutation profiles (upper left) into a new, binary
representation (right) which encodes additional information relative to patient mutation rates and hubs’
neighbourhood mutational burden. This new representation allows performing patient stratification with
unsupervised clustering techniques, or survival analysis. (b) NetNorM normalises every patient mutation
profile to k mutations. Patients with less than k mutations get ’proxy’ mutations in their genes with the
highest number of mutated neighbours until they reach k mutations. Patients with more than k mutations
have mutations ’removed’ in their genes with lowest degree until they reach k mutations.
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NetNorm detail (k=4)

1 Add mutations for patients with few (less than k ) mutations

2 Results

2.1 Overview of NetNorM
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2 Remove mutations for patients for many (more than k ) mutations

2 Results

2.1 Overview of NetNorM
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Related work (Hofree et al., 2013)
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Many forms of cancer have multiple subtypes with different 
causes and clinical outcomes. Somatic tumor genome sequences 
provide a rich new source of data for uncovering these 
subtypes but have proven difficult to compare, as two tumors 
rarely share the same mutations. Here we introduce network-
based stratification (NBS), a method to integrate somatic 
tumor genomes with gene networks. This approach allows for 
stratification of cancer into informative subtypes by clustering 
together patients with mutations in similar network regions. 
We demonstrate NBS in ovarian, uterine and lung cancer cohorts 
from The Cancer Genome Atlas. For each tissue, NBS identifies 
subtypes that are predictive of clinical outcomes such as 
patient survival, response to therapy or tumor histology. We 
identify network regions characteristic of each subtype and 
show how mutation-derived subtypes can be used to train  
an mRNA expression signature, which provides similar 
information in the absence of DNA sequence.

Cancer is a disease that is not only complex, i.e., driven by a com-
bination of genes, but also wildly heterogeneous, in that gene 
combinations can vary greatly between patients. To gain a bet-
ter understanding of these complexities, researchers involved 
in projects such as The Cancer Genome Atlas (TCGA) and the 
International Cancer Genome Consortium (ICGC) are systemati-
cally profiling thousands of tumors at multiple layers of genome-
scale information, including mRNA and microRNA expression, 
DNA copy number and methylation, and DNA sequence1–3. There 
is now a strong need for informatics methods that can integrate and 
interpret genome-scale molecular information to provide insight 
into the molecular processes driving tumor progression. Such 
methods are also of pressing need in the clinic, where the impact 
of genome-scale tumor profiling has been limited by the inability 
to derive clinically relevant conclusions from the data4,5.

One of the fundamental goals of cancer informatics is tumor 
stratification, whereby a heterogeneous population of tumors is 
divided into clinically and biologically meaningful subtypes as 
determined by similarity of molecular profiles. Most prior attempts 
to stratify tumors with molecular profiles have used mRNA expres-
sion data2,6–9, resulting in the discovery of informative subtypes 
in diseases such as glioblastoma and breast cancer. On the other 
hand, in TCGA cohorts including colorectal adenocarcinoma and 

Network-based stratification of tumor mutations
Matan Hofree1, John P Shen2, Hannah Carter2, Andrew Gross3 & Trey Ideker1–3

small-cell lung cancer, subtypes derived from expression profiles do 
not correlate with any clinical phenotype including patient survival 
and response to chemotherapy2,10. These results might be due to 
limitations of expression-based analysis11 such as issues with RNA 
sample quality, lack of reproducibility between biological replicates 
and ample opportunities for overfitting of data.

A promising new source of data for tumor stratification is the 
somatic mutation profile, in which high-throughput sequencing 
is used to compare the genome or exome of a patient’s tumor 
to that of the germ line to identify mutations that have become 
enriched in the tumor cell population12. As this set of mutations 
is presumed to contain the causal drivers of tumor progression13, 
similarities and differences in mutations across patients could 
provide invaluable information for stratification. Although indi-
vidual mutations in cancer genes have long been used to stratify 
patients14–17, stratification based on the entire mutation profile 
has been more challenging. Somatic mutations are fundamen-
tally unlike other data types such as expression or methylation, in 
which nearly all genes or markers are assigned a quantitative value 
in every patient. Instead, somatic mutation profiles are extremely 
sparse, with typically fewer than 100 mutated bases in an entire 
exome (Supplementary Fig. 1). They are also remarkably het-
erogeneous, such that it is very common for clinically identical 
patients to share no more than a single mutation2,18,19.

Here we report that these problems can be largely overcome 
by integrating somatic mutation profiles with knowledge of 
the molecular network architecture of human cells. It is widely 
appreciated that cancer is a disease not of individual mutations, 
nor of genes, but of combinations of genes acting in molecular 
networks corresponding to hallmark processes such as cell pro-
liferation and apoptosis20,21. We postulated that, although two 
tumors may not have any mutations in common, they may share 
the networks affected by these mutations (as per Waddington’s 
original theory of ‘genetic canalization’22). Although current  
cancer pathway maps are incomplete, much relevant information 
is available in public databases of human protein-protein, func-
tional and pathway interactions. An increasing number of studies 
have successfully integrated these network databases with tumor 
molecular profiles to map the molecular pathways of cancer23–27.  
Here we focus on the orthogonal problem of using network 
knowledge to stratify a cohort into meaningful subsets. Using this  
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causes and clinical outcomes. Somatic tumor genome sequences 
provide a rich new source of data for uncovering these 
subtypes but have proven difficult to compare, as two tumors 
rarely share the same mutations. Here we introduce network-
based stratification (NBS), a method to integrate somatic 
tumor genomes with gene networks. This approach allows for 
stratification of cancer into informative subtypes by clustering 
together patients with mutations in similar network regions. 
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to stratify tumors with molecular profiles have used mRNA expres-
sion data2,6–9, resulting in the discovery of informative subtypes 
in diseases such as glioblastoma and breast cancer. On the other 
hand, in TCGA cohorts including colorectal adenocarcinoma and 
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small-cell lung cancer, subtypes derived from expression profiles do 
not correlate with any clinical phenotype including patient survival 
and response to chemotherapy2,10. These results might be due to 
limitations of expression-based analysis11 such as issues with RNA 
sample quality, lack of reproducibility between biological replicates 
and ample opportunities for overfitting of data.

A promising new source of data for tumor stratification is the 
somatic mutation profile, in which high-throughput sequencing 
is used to compare the genome or exome of a patient’s tumor 
to that of the germ line to identify mutations that have become 
enriched in the tumor cell population12. As this set of mutations 
is presumed to contain the causal drivers of tumor progression13, 
similarities and differences in mutations across patients could 
provide invaluable information for stratification. Although indi-
vidual mutations in cancer genes have long been used to stratify 
patients14–17, stratification based on the entire mutation profile 
has been more challenging. Somatic mutations are fundamen-
tally unlike other data types such as expression or methylation, in 
which nearly all genes or markers are assigned a quantitative value 
in every patient. Instead, somatic mutation profiles are extremely 
sparse, with typically fewer than 100 mutated bases in an entire 
exome (Supplementary Fig. 1). They are also remarkably het-
erogeneous, such that it is very common for clinically identical 
patients to share no more than a single mutation2,18,19.

Here we report that these problems can be largely overcome 
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appreciated that cancer is a disease not of individual mutations, 
nor of genes, but of combinations of genes acting in molecular 
networks corresponding to hallmark processes such as cell pro-
liferation and apoptosis20,21. We postulated that, although two 
tumors may not have any mutations in common, they may share 
the networks affected by these mutations (as per Waddington’s 
original theory of ‘genetic canalization’22). Although current  
cancer pathway maps are incomplete, much relevant information 
is available in public databases of human protein-protein, func-
tional and pathway interactions. An increasing number of studies 
have successfully integrated these network databases with tumor 
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knowledge, we were able to cluster somatic mutation profiles into 
robust tumor subtypes that are biologically informative and have 
a strong association to clinical outcomes such as patient survival 
time and emergence of drug resistance. As a proof of principle, 
we applied this method to stratify the somatic mutation profiles 
of three major cancers cataloged in TCGA: ovarian, uterine and 
lung adenocarcinoma.

RESULTS
Overview of network-based stratification
NBS combines genome-scale somatic mutation profiles with 
a gene interaction network to produce a robust subdivision of 
patients into subtypes (Fig. 1a). Briefly, somatic mutations for 
each patient are represented as a profile of binary (1, 0) states on 
genes, in which a ‘1’ indicates a gene for which mutation (a single- 
nucleotide base change or the insertion or deletion of bases) has 
occurred in the tumor relative to germ line. For each patient,  
we project the mutation profile onto a human gene interaction 
network obtained from public databases28–30. Next we apply 
network propagation31 to spread the influence of each mutation 
over its network neighborhood (Fig. 1b). The resulting matrix 
of ‘network-smoothed’ patient profiles is clustered into a pre-
defined number of subtypes (k = 2, 3, … 12) via non-negative 
matrix factorization32 (NMF, Fig. 1c), an unsupervised technique. 
Finally, to promote robust cluster assignments, we use consensus 
clustering33, aggregating the results of 1,000 different subsamples 
from the entire data set into a single clustering result (Fig. 1d). 
For further details, see Online Methods. To evaluate the impact 
of different sources of network data, we used three interaction 
databases for this analysis: search tool for the retrieval of inter-
acting genes (STRING)29, HumanNet28 or PathwayCommons30. 
Supplementary Table 1 summarizes the number of genes and 
interactions used in our analysis from each of these three net-
works. Our implementation of NBS is available as Supplementary 

Software; for updated versions, NBS may be downloaded from 
http://idekerlab.ucsd.edu/software/NBS/.

Benchmarking and performance analysis
In an initial exploration of NBS, we simulated a somatic mutation 
data set using the structure of the TCGA ovarian tumor muta-
tion data and the STRING gene interaction network (Fig. 2a).  
Mutation profiles were permuted, and patients were divided 
randomly and uniformly into a predefined number of subtypes  
(k = 4). Next we reassigned a fraction of mutations in each patient 
to fall within genes of a single ‘network module’ characteristic of 
that patient’s subtype (the ‘driver’ mutation frequency f, varied 
from 0% to 15%); the remaining mutations were left to occur 
randomly. We selected the network modules randomly from the 
set of all network modules in STRING, defined as sets of densely 
interacting genes with size range s = 10–250 (see Online Methods 
for details and justification for the ranges of k, f and s). Although 
it is unknown whether these assumptions completely mirror the 
biology of cancer, they provide a reasonable model of a pathway-
based genetic disease that is (i) driven by genetic circuits cor-
responding to a molecular network whose activity can be altered 
by mutations at multiple genes and (ii) characterized by many 
additional mutations that are noncausal ‘passengers’.

Using this simulation framework, we measured the ability of 
NBS to recover the correct subtype assignments in comparison to 
a standard consensus clustering approach not based on network 
knowledge (Online Methods). NBS showed a striking improve-
ment in performance, especially for large network modules, as 
these can be associated with any of numerous different mutations 
across the patient population (Fig. 2b). As module size decreased, 
the chance of observing the same mutated gene in patients of the 
same subtype increased, and the standard clustering algorithm 
performed increasingly well. We found that the high performance 
of NBS depended not only on network smoothing but also on the 
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Figure 1 | Overview of network-based stratification (NBS). (a) Flowchart of the approach. (b) Example illustrating smoothing of patient somatic mutation profiles 
over a molecular interaction network. Mutated genes are shown in yellow (patient 1) and blue (patient 2) in the context of a gene interaction network. Following 
smoothing, the mutational activity of a gene is a continuous value reflected in the intensity of yellow or blue; genes with high scores in both patients appear 
in green (dashed oval). (c) Clustering mutation profiles using non-negative matrix factorization (NMF) regularized by a network. The input data matrix (F) is 
decomposed into the product of two matrices: one of subtype prototypes (W) and the other of assignments of each mutation profile to the prototypes (H). The 
decomposition attempts to minimize the objective function shown, which includes a network influence constraint L on the subtype prototypes. k, predefined 
number of subtypes. (d) The final tumor subtypes are obtained from the consensus (majority) assignments of each tumor after 1,000 applications of the 
procedures in b and c to samples of the original data set. A darker blue color in the matrix coincides with higher co-clustering for pairs of patients.
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Performance on survival prediction

Use Pathway Commons as gene network.
NSQN = Network Smoothing / Quantile Normalization (Hofree et al., 2013)



NetNorM and NSQN benefit from biological
information in the gene network

Comparison with 10 randomly permuted networks:

P-values (Welch t-test):
NSQN NetNorM

LUAD 2 × 10−3 3.5 × 10−2

SKCM 1.2 × 10−2 1 × 10−4



Selected genes represent "true" or "proxy" mutations

freq coef mall m<kmed
m�kmed

Log-rank test (p-value) Welsh t-test (p-value)

raw NetNorM raw NetNorM raw NetNorM raw NetNorM raw NetNorM

TP53 19 -0.16 238 274 123 159 115 115 7.6 ⇥ 10�2 9.4 ⇥ 10�2 5.2 ⇥ 10�22 1.2 ⇥ 10�13

CRB1 18 -0.4 44 38 22 22 22 16 1.6 ⇥ 10�4 1.4 ⇥ 10�6 9.9 ⇥ 10�4 6.9 ⇥ 10�2

NOTCH4 17 -0.23 42 26 14 14 28 12 9.3 ⇥ 10�1 3.3 ⇥ 10�2 1.9 ⇥ 10�6 2.6 ⇥ 10�1

ANK2 17 0.1 90 90 33 33 57 57 1.2 ⇥ 10�2 1.2 ⇥ 10�2 6.3 ⇥ 10�10 6.3 ⇥ 10�10

RPS9 16 0.38 0 106 0 106 0 0 - 1.8 ⇥ 10�1 - 4.2 ⇥ 10�47

LAMA2 15 0.16 52 38 14 15 38 23 1.5 ⇥ 10�2 2.3 ⇥ 10�2 6.3 ⇥ 10�9 2.6 ⇥ 10�3

RYR2 14 0.07 165 161 70 70 95 91 1.4 ⇥ 10�2 2.1 ⇥ 10�2 6.7 ⇥ 10�19 1 ⇥ 10�15

IGF2BP2 14 -0.15 6 67 2 63 4 4 1.4 ⇥ 10�5 3.6 ⇥ 10�3 1 ⇥ 10�1 6.8 ⇥ 10�7

SMARCA5 14 -0.09 5 137 1 133 4 4 2.1 ⇥ 10�1 5.3 ⇥ 10�3 1.3 ⇥ 10�1 1 ⇥ 10�27

KHDRBS1 13 0.11 7 117 2 112 5 5 7.1 ⇥ 10�1 9.7 ⇥ 10�1 6.5 ⇥ 10�2 1.3 ⇥ 10�18

YWHAZ 13 -0.18 2 241 0 239 2 2 2.5 ⇥ 10�31 6.1 ⇥ 10�4 4.7 ⇥ 10�1 4.4 ⇥ 10�37

HRNR 13 -0.12 62 64 20 22 42 42 1.1 ⇥ 10�1 1.1 ⇥ 10�1 6 ⇥ 10�10 2.9 ⇥ 10�9

CSNK2A2 11 0.06 2 129 1 128 1 1 9 ⇥ 10�1 8.8 ⇥ 10�1 5.9 ⇥ 10�1 4.2 ⇥ 10�27

MED12L 11 0.04 27 27 8 8 19 19 5.5 ⇥ 10�2 5.5 ⇥ 10�2 1.7 ⇥ 10�4 1.7 ⇥ 10�4

Table 2 – Genes frequently selected in the survival prediction model for LUAD using NetNorM with
Pathway Commons. freq : number of times a gene was selected in the model out of 20 cross-validation folds
(we only report genes that were selected at least 10 times). coef : median coe�cient associated to a gene
across the cross-validation folds where this gene was selected. mall: number of mutations across all patients.
m<kmed

(resp. m�kmed)
): number of mutations across patients with less (resp. more) than kmed mutations

where kmed is the median value learned for the parameter k across cross-validation folds. Log-rank test
(resp. Welsh t-test): p-value obtained with a log-rank test (resp. Welsh t-test) that compares mutated and
non-mutated patients in a given gene. mall, m<kmed

, m�kmed)
, Log-rank test and Welsh t-test were computed

for both the raw data and the data preprocessed with NetNorM with k = kmed. Rows highlighted in blue
indicate proxy genes.

In the case of LUAD, 8 out of the 14 selected genes are non-proxy genes, meaning they tend to
be really mutated when they are marked as mutated after NetNorM normalisation. Interestingly,
mutations in half of these genes are predictive of an increased survival time (corresponding to a
positive coe�cient in the sparse survival SVM) while mutations in the other half are predictive
of a decreased survival time (corresponding to a negative coe�cient). The three most important
predictors according to their weight in the model and their frequency of selection include TP53
(selected in 95% of the folds, median coe�cient �0.16), CRB1 (selected in 90% of the folds, median
coe�cient �0.4) and NOTCH4 (selected in 85% of the folds, median coe�cient �0.23) and are all
predictive of a decreased survival time. TP53 is a well-known cancer gene and has been reported as
significantly mutated in LUAD [19, 20]. NOTCH4 is part of the NOTCH signalling pathway which
has been widely implicated in cancer and shown to act as both oncogene or tumour suppressor
depending on the context [21]. Finally, CRB1 is known to localise at tight junctions but little is

freq coef mall m<k m�k Log-rank test (p-value) Welsh t-test (p-value)

raw NetNorM raw NetNorM raw NetNorM raw NetNorM raw NetNorM

UBC 17 -0.27 19 116 4 101 15 15 4.6 ⇥ 10�2 4.4 ⇥ 10�7 3.8 ⇥ 10�2 7.7 ⇥ 10�4

FLNC 15 -0.2 50 53 1 4 49 49 8.3 ⇥ 10�4 4.8 ⇥ 10�3 2.9 ⇥ 10�5 5.6 ⇥ 10�5

PRRC2A 13 -0.11 29 29 1 1 28 28 1.4 ⇥ 10�2 1.4 ⇥ 10�2 1.7 ⇥ 10�4 1.7 ⇥ 10�4

MATR3 12 -0.13 7 47 0 40 7 7 9.3 ⇥ 10�4 2.9 ⇥ 10�6 1.5 ⇥ 10�1 2.9 ⇥ 10�6

DSP 12 -0.06 64 67 3 6 61 61 7.6 ⇥ 10�2 5.4 ⇥ 10�2 2.3 ⇥ 10�6 4.7 ⇥ 10�6

SACS 12 0.12 42 40 3 4 39 36 2.8 ⇥ 10�3 4.7 ⇥ 10�3 4.9 ⇥ 10�3 2.4 ⇥ 10�3

IQGAP2 12 -0.1 24 23 1 1 23 22 3.2 ⇥ 10�2 2.6 ⇥ 10�2 5.8 ⇥ 10�2 2.7 ⇥ 10�2

Table 3 – Genes frequently selected in the survival prediction model for SKCM using NetNorM.
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14 genes are selected at least 50% of the time
6/14 are "proxy" genes (in blue)

big hubs in the network
get mutated by NetNorm in patients with few mutations =⇒ they
encode the mutation rate

8/14 are "normal" prognostic genes



Proxy mutations encode local mutational burden

a b

c

Figure 4 – Analysis of predictive genes. (a) Comparison of survival prediction performances according
to patients’ mutation rate for LUAD. Three di↵erent representations of the mutations are used to perform
survival prediction using a ranking SVM: raw (the raw binary mutation data), NSQN (network smoothing
with quantile normalisation) and NetNorM. NSQN and NetNorM are applied with Pathway Commons as
gene-gene interaction network. Performances for half of the patients with fewer (resp. more) mutations are
derived from the predictions made using the whole dataset. (b) Scatter plot of the correlation between the
total number of mutations across patients and the number of mutated neighbours of a gene across patients
(x-axis) against the degree of a gene (y-axis). This plot was generated using the raw mutation data for LUAD
and Pathway Commons. (c) Scatter plot of the total number of mutations in a patient (x-axis) against the
number of mutated neighbours of KHDRBS1 in a patient (y-axis). Only patients with less that kmed = 295
mutations are shown, where kmed is the median value of k learned across cross-validation folds. Red (resp.
blue) indicate patients mutated (resp. non mutated) in KHDRBS1 after processing with NetNorM using
k = kmed. The black line was fit by linear regression and by definition indicates the expected number of
mutated neighbours of KHDRBS1 given the mutation rate of a patient. The plot was generated using the
LUAD dataset with Pathway Commons.
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KHDRBS1: a member of the K homology domain-containing, RNA-binding, signal transduction-associated protein family



Performance on unsupervised patient stratification



Summary

Somatic mutation profiles are challenging because
Little overlap between patients
Large variability in number of mutations

Network smoothing / local averaging sometimes helps
but with current methods, looking at the direct neighbors is good
enough

Normalizing for total number of mutations is important
through QN or NetNorm, for example
this is not for biological reasons, but for mathematical reasons
probably room for improvement to find a good representation Φ(x)

References
https://hal.archives-ouvertes.fr/hal-01341856
https://github.com/marineLM/NetNorM

https://hal.archives-ouvertes.fr/hal-01341856
https://github.com/marineLM/NetNorM
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Yunlong Jiao



Back to the n << p problem

Can we replace

x ∈ Rp

by a "simpler" representation

Φ(x) ∈ H ?



An idea: all pairwise comparisons

Replace x ∈ Rp by Φ(x) ∈ {0,1}p(p−1)/2:

Φi,j(x) =

{
1 if xi ≤ xj ,

0 otherwise.



Remark: representation of the symmetric group

Obviously, this representation as O(p2) bits exists for any ranking
or permutation of p items
Many other applications in learning over rankings, learning to
rank, learning permutations etc...
We are interested particularly in practical solutions when p is large



Related work: Top scoring pairs (TSP)

(Geman et al., 2004; Tan et al., 2005; Leek, 2009)



Practical challenge

Need to store O(p2)
bits per sample
Need to train a model
in O(p2) dimensions



Kernel trick

Theorem (Wahba, Schölkopf, ...)

Training a linear model over a representation Φ(x) ∈ RQ of the form:

min
w∈RQ

1
n

n∑

i=1

`(w>Φ(xi), yi) + λ||w ||2

can be done efficiently, independently of Q, if the kernel

K (x , x ′) = Φ(x)>Φ(x ′)

can be computed efficiently.

Ex: ridge regression, O(Q3 + nQ2) becomes O(n3 + n2T )
Other: SVM, logistic regression, Cox model, survival SVM, ...



Kernel trick for us: Kendall’s τ

Φ(x)>Φ(x ′) = τ(x , x ′) (up to a scaling)

Good news for SVM and kernel methods!



More formally

For two permutations σ, σ′ let nc(σ, σ′) (resp. nd (σ, σ′)) the number
of concordant (resp. discordant) pairs.
The Kendall kernel (a.k.a. Kendall tau coefficient) is defined as

Kτ (σ, σ′) =
nc(σ, σ′)− nd (σ, σ′)(p

2

) .

The Mallows kernel is defined for any λ ≥ 0 by

K λ
M(σ, σ′) = e−λnd (σ,σ

′) .

Theorem ((Jiao and Vert, 2015))
The Kendall and Mallows kernels are positive definite.

Theorem ((Knight, 1966))
These two kernels for permutations can be evaluated in O(p log p)
time.



Related work

Cayley graph of S4

Kondor and Barbarosa (2010)
proposed the diffusion kernel on the
Cayley graph of the symmetric group
generated by adjacent transpositions.
Computationally intensive (O(pp))

Mallows kernel is written as

K λ
M(σ, σ′) = e−λnd (σ,σ

′) ,

where nd (σ, σ′) is the shortest path
distance on the Cayley graph.
It can be computed in O(p log p)



Application: supervised classification

Datasets

Dataset No. of features No. of samples (training/test)
C1 C2

Breast Cancer 1 23624 44/7 (Non-relapse) 32/12 (Relapse)
Breast Cancer 2 22283 142 (Non-relapse) 56 (Relapse)
Breast Cancer 3 22283 71 (Poor Prognosis) 138 (Good Prognosis)

Colon Tumor 2000 40 (Tumor) 22 (Normal)
Lung Cancer 1 7129 24 (Poor Prognosis) 62 (Good Prognosis)
Lung Cancer 2 12533 16/134 (ADCA) 16/15 (MPM)

Medulloblastoma 7129 39 (Failure) 21 (Survivor)
Ovarian Cancer 15154 162 (Cancer) 91 (Normal)

Prostate Cancer 1 12600 50/9 (Normal) 52/25 (Tumor)
Prostate Cancer 2 12600 13 (Non-relapse) 8 (Relapse)

Methods
Kernel machines Support Vector Machines (SVM) and Kernel
Fisher Discriminant (KFD) with Kendall kernel, linear kernel,
Gaussian RBF kernel, polynomial kernel.
Top Scoring Pairs (TSP) classifiers Tan et al. (2005).
Hybrid scheme of SVM + TSP feature selection algorithm.
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No need for feature
selection!



Results

1e−02 1e+00 1e+02

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

BC1

C parameter

ac
c

●

SVMlinearALL
SVMkdtALL
SVMpolyALL
SVMrbfALL
KFDlinearALL
KFDkdtALL
KFDpolyALL
KFDrbfALL

Kendall kernel SVM
Competitive
accuracy!
Less sensitive to
regularization
parameter!
No need for feature
selection!



Results

1 5 10 50 500 5000

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

PC1

Number k of top gene pairs

ac
c

●

SVMlinearTOP
SVMkdtTOP
SVMpolyTOP
kTSP
SVMlinearALL
SVMkdtALL
SVMpolyALL
TSP
APMV

Kendall kernel SVM
Competitive
accuracy!
Less sensitive to
regularization
parameter!
No need for
feature selection!



Application: clustering

APA data (full
rankings)
n = 5738, p = 5
(new) Kernel
k-means vs
(standard)
k-means in S5

Show silhouette
as a function of
number of
clusters (higher
better)



Extension to partial rankings

Two interesting types of partial rankings are interleaving partial
ranking

xi1 � xi2 � · · · � xik , k ≤ n.

and top-k partial ranking

xi1 � xi2 � · · · � xik � Xrest, k ≤ n.

Partial rankings can be uniquely represented by a set of
permutations compatible with all the observed partial orders.

Theorem
For these two particular types of partial rankings, the convolution
kernel (Haussler, 1999) induced by Kendall kernel

K ?
τ (R,R′) =

1
|R||R′|

∑

σ∈R

∑

σ′∈R′
Kτ (σ, σ′)

can be evaluated in O(k log k) time.



Extension to partial rankings

Two interesting types of partial rankings are interleaving partial
ranking

xi1 � xi2 � · · · � xik , k ≤ n.

and top-k partial ranking

xi1 � xi2 � · · · � xik � Xrest, k ≤ n.

Partial rankings can be uniquely represented by a set of
permutations compatible with all the observed partial orders.

Theorem
For these two particular types of partial rankings, the convolution
kernel (Haussler, 1999) induced by Kendall kernel

K ?
τ (R,R′) =

1
|R||R′|

∑

σ∈R

∑

σ′∈R′
Kτ (σ, σ′)

can be evaluated in O(k log k) time.



Extension to smoother, continuous representations

Instead of Φ : Rp → {0,1}p(p−1)/2, consider the continuous
mapping Ψa : Rp → Rp(p−1)/2:

Ψa(x) = EΦ(x + ε) with ε ∼ (U [−a
2
,
a
2

])n

Corresponding kernel Ga(x , x ′) = Ψa(x)>Ψa(x ′)



Computation of G(x , x ′)

−3 −2 −1 0 1 2 3

−1
.0

−0
.5
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0
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5

1.
0

xi − xj

Φij
Ψij

Ga(x , x ′) can be computed exactly in O(p2) by
explicit computation of Ψa(x) in Rp(p−1)/2

Ga(x , x ′) can be computed approximately in O(D2p log p) by
Monte-Carlo approximation:

G̃a(x , x ′) =
1

D2

D∑

i,j=1

K (x + εi , x ′ + ε′j)

Theorem: for supervised learning, Monte-Carlo approximation is
better1 than exact computation when n = o(p1/3)

1faster for the same accuracy



Performance of Ga(x , x)
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Summary

A representation adapted to data with monotonic noise
Equivalent to learning over the symmetric group of permutations
Kernel trick allows to work with large p / small n
Available as an R package
> install.packages("devtools")
> devtools::install_github("YunlongJiao/kernrank")

More details in Jiao and Vert (2015)
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Alternative splicing: 1 gene = many proteins

In human, 28k genes give 120k known transcripts (Pal et al., 2012))



Alternative splicing matters: developmental regulation
in Drosophila

http://orchid.bio.cmu.edu/research.html

http://orchid.bio.cmu.edu/research.html


Alternative splicing matters: drug targets

(Pal et al., 2012)



The isoform identification and quantification problem

Given a biological sample (e.g., cancer tissue), can we:
1 identify the isoform(s) of each gene present in the sample?
2 quantify their abundance?



RNA-seq measures mRNA abundance by sequencing
short fragments

http://rnaseq.uoregon.edu

http://rnaseq.uoregon.edu


RNA-seq and alternative splicing

(Costa et al., 2011)



Lasso-based estimation of isoforms

Let a gene with e exons
Suppose there are c candidate isoform (c large, up to 2e)
Let φ ∈ Rc the unknown c-dimensional vector of abundance
Let L(φ) quantify whether φ explains well the observed read
counts (e.g., minus log-likelihood)
Find a sparse vector of abundances by solving (e.g., IsoLasso,
SLIDE, NSMAP...)

min
φ∈Rc

+

L(φ) + λ‖φ ‖1

Computational problem: Lasso problem with 2e variables



Lasso-based estimation of isoforms

Let a gene with e exons
Suppose there are c candidate isoform (c large, up to 2e)
Let φ ∈ Rc the unknown c-dimensional vector of abundance
Let L(φ) quantify whether φ explains well the observed read
counts (e.g., minus log-likelihood)
Find a sparse vector of abundances by solving (e.g., IsoLasso,
SLIDE, NSMAP...)

min
φ∈Rc

+

L(φ) + λ‖φ ‖1

Computational problem: Lasso problem with 2e variables



Fast isoform deconvolution with the Lasso (FlipFlop)

Theorem (Bernard et al., 2013)
The isoform deconvolution problem

min
φ∈Rc

+

L(φ) + λ‖φ ‖1

can be solved in polynomial time in the number of exon.

Key ideas
1 Reformulation as a convex cost flow problem (Mairal and Yu,

2013)
2 Recover isoforms by flow decomposition algorithm

"Feature selection on an exponential number of features
in polynomial time"



Isoforms are Paths in a Graph
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Combinations of isoforms are flows

s

1 11
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(a) Reads at every node corresponding to one isoform.

s

1

3 3 3
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41
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(b) Reads at every node after adding another isoform.

Figure 2: Flow interpretation of isoforms using the same graph as in Figure 1. For simplification
purposes, the length of the di↵erent bins are assumed to be equal. In (a), one unit of flow is carried
along the path in red, corresponding to an isoform with abundance 1. In (b), another isoform with
abundance 3 is added, yielding additional read counts at every node.

problem (5) falls into the class of convex cost flow problems (Ahuja et al., 1993), for which e�-
cient algorithms exist.2 In our experiments, we implemented a variant of the scaling push-relabel
algorithm (Goldberg, 1997), which also appears under the name of "-relaxation method (Bertsekas,
1998). Note that the approach can be generalized to any concave likelihood function, including the
Gaussian model used by IsoLasso and SLIDE.

We remark that network flows have been used in several occasions in bioinformatics. For
example, the terminology of “flow” for RNA-Seq data appears in Montgomery et al. (2010); Singh
et al. (2011). The context of these two works is significantly di↵erent than ours since they neither
perform isoform detection, nor use any network flow algorithm. The work closest to ours in terms
of optimization is probably the genome assembly technique of Medvedev and Brudno (2009), who
solve minimum cost flow problems to find a genome maximizing a read-count likelihood. It however
neither involves RNA-Seq data, nor a similar type of graph as ours.

3.3 Flow Decomposition

We have seen that after solving (5) we need to decompose f? into (s, t)-path flows to obtain a
solution ✓? of (2). As illustrated in Figure 2, this corresponds to finding the two isoforms from 2(b).
Whereas the decomposition might not be ambiguous when f? is a sum of few (s, t)-path flows, it
is not unique in general. Our approach to flow decomposition consists of finding an (s, t)-path
carrying the maximum amount of flow (equivalently finding an isoform with maximum expression),
removing its contribution from the flow, and repeating until convergence. We remark that finding
(s, t)-path flows according to this criterion can be done e�ciently using dynamic programming,
similarly as for finding a shortest path in a directed acyclic graph (Ahuja et al., 1993).

3.4 Model Selection

The last problem we need to solve is model selection: even if we know how to solve (2) e�ciently,
we need to choose a regularization parameter �. For large values of �, (2) yields solutions involving
few expressed isoforms. As we decrease �, more isoforms have a non-zero estimated expression ✓j ,
leading to a better data fit but also leading to a more complex model. A classical way of balancing

2The function (5) can be decomposed into costs Cv(fv) over vertices v. The general convex cost flow objective
function is usually presented as a sum of costs Cuv(fuv) over arcs (u, v). It is however easy to show that costs over
vertices can be reduced to costs over arcs by a simple network transformation (see Ahuja et al., 1993, Section 2.4).
Note that all arcs have zero lower capacities and infinite upper capacities.

7

L(φ) depends only on the values of the flow on the vertices
||φ||1 = ft

Therefore,
min
φ∈Rc

+

L(φ) + λ‖φ ‖1

is equivalent to
min
f flow

R(f ) + λft



Human Simulation: Precision/Recall
hg19, 1137 genes on chr1, 1million 75 bp single-end reads by transcript levels.
Simulator: http://alumni.cs.ucr.edu/~liw/rnaseqreadsimulator.html
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Performance increases with read length
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Bernard et al
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(a) Splicing graph for a gene with 5 exons.
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(b) Graph G0 when all exons are bigger than the read length.
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(c) Graph G0 when the length of exon 3 is smaller than the read length.

Fig. 1. Illustration of the graph construction for a gene with 5 exons. The
original splicing graph is represented in (a). The 5 exons are represented
as vertices and an arrow between two vertices indicates a junction. The
nodes of graph G0 in (b) and (c) are bins with positive effective length
denoted by gray square, as well as source s and sink t represented as circles.
G0 in (b) is the resulting graph when all exons are bigger than the read
length. In that case, each bin either corresponds to a unique exon, or to
a junction between two exons. G0 in (c) is the resulting graph when the
length of exon 3 is smaller than the read length. Some bins involve then
more than two exons, here bins (2-3-4) and (2-3-5). The source links all
possible starting bins and conversely all possible stopping bins are linked to
the sink. There is a one-to-one correspondence between (s, t)-paths in G0

(paths starting at s and ending at t) and isoform candidates. For example,
the path (s, 1, 1-4, 4, 4-5, 5, t) corresponds to isoform 1-4-5.

incoming flow at a vertex is equal to the sum of outgoing flow except
for the source s and the sink t. Such conservation property leads
to a physical interpretation about flows as quantities circulating in
the network, for instance, water in a pipe network or electrons in a

s
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(a) Reads at every node corresponding to one isoform.
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3 3 3

3

41
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(b) Reads at every node after adding another isoform.

Fig. 2. Flow interpretation of isoforms using the same graph as in
Figure 1(b). For the sake of clarity, some edges connecting s and t to
internal nodes are not represented, and the length of the different bins are
assumed to be equal. In (a), one unit of flow is carried along the path in red,
corresponding to an isoform with abundance 1. In (b), another isoform with
abundance 3 is added, yielding additional read counts at every node.

circuit board. The source node s injects into the network some units
of flow, which move along the arcs before reaching the sink t.

For example, given a path p 2 P and a non-negative number ✓p,
we can make a flow by setting fuv = ✓p when u and v are two
consecutive vertices along the path p, and fuv = 0 otherwise.
This construction corresponds to sending ✓p units of flows from s
to t along the path p. Such simple flows are called (s, t)-path
flows. More interestingly, if we have a set of non-negative weights
✓ 2 R|P|

+ associated to all paths in P , then we can form a more
complex flow by superimposing all (s, t)-path flows according to

fuv =
X

p2P:p3(u,v)

✓p, (4)

where (u, v) 2 p means that u and v are consecutive nodes on p.
While (4) shows how to make a complex flow from simple ones,

a converse exists, known as the flow decomposition theorem (see,
e.g., Ahuja et al., 1993). It says that for any DAG, every flow vector
can always be decomposed into a sum of (s, t)-path flows. In other
words, given a flow [fuv](u,v)2E0 , there exists a vector ✓ in R|P|

+

such that (4) holds. Moreover, there exists linear-time algorithms to
perform this decomposition (Ahuja et al., 1993). As illustrated in
Figure 2, this leads to a flow interpretation for isoforms.

We now have all the tools in hand to turn (3) into a flow problem
by following Mairal and Yu (2012). Given a flow f = [fuv](u,v)2E0 ,
let us define the amount of flow incoming to a node v in V 0 as
fv ,

P
u2V 0:(u,v)2E0 fuv . Given a vector ✓ 2 R|P|

+ associated
to f by the flow decomposition theorem, i.e., such that (4) holds, we
remark that fv =

P
p2P:p3v ✓p and that ft =

P
p2P ✓p. Therefore,

problem (3) can be equivalently rewritten as:

min
f2F

X

v2V

[�v � yv log �v] + �ft with �v = lvfv . (5)

4



Performance increases with coverage
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Extension to paired-end reads OK.
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Speed trial
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Multiple samples

Sample 1 Sample TSample t
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Multi-dimensional
splicing graph

Can we find a sparse set of paths that explains the multi-dimensional
read counts?



Formulation as multivariate regression problem
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More formally
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each isoform defines a group θp = {θt
p, t ∈ [[1,T ]]}

the multi-samples loss is the sum of the independent losses

L(θ) =
T∑

t=1

loss(yt , θt )

Ideally we want to solve the NP-hard L0 problem

min
{θp}p∈1,...,|P|

L(θ) + λ
∑

p∈P
1{θp 6=0}



More formally
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each isoform defines a group θp = {θt
p, t ∈ [[1,T ]]}

the multi-samples loss is the sum of the independent losses

L(θ) =
T∑

t=1

loss(yt , θt )

Instead we solve the group-lasso convex relaxation

min
{θp}p∈1,...,|P|

L(θ) + λ
∑

p∈P
‖θp‖2



Toy simulation
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More realistic simulation
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GroupLasso vs State-of-Art
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modENCODE data
Time course development of D.melanogaster
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FlipFlop summary

Fast method for exact Lasso-based isoform detection and
quantification, with the "flow trick"
Extension to multiple samples with structured sparsity
http://cbio.mines-paristech.fr/flipflop

Available as an R package
> source("http://bioconductor.org/biocLite.R")
> biocLite("flipflop")

More details in Bernard et al. (2014, 2015)



Outline

1 Learning with regularization and prior knowledge
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Conclusion

Many new problems and lots of data in computational genomics
and precision medicine
n << p problem requires dedicated methods

new representations x → Φ(x)
new learning techniques (structured sparsity, regularization)
scalable algorithms
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