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Normal vs cancer cells

What goes wrong?
How to treat?

JP Vert (ParisTech ) Sparse methods in genomics 2 / 52



Biology is now quantitative, "high-throughput"

DOE Joint Genome Institute
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Big data in biology

"The $1,000 genome, the $1 million interpretation" (B. Kopf)
High-dimensional, heterogeneous, structured data. "Large p"
http://aws.amazon.com/1000genomes/
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In this talk

min
w

R(w) + λΩ(w)

where:
w is the hypothesis we want to infer from data
R(w) is a smooth convex "fitness" function
Ω(w) is a non-smooth convex penalty, which favors particular
solution

1 Isoform detection from RNA-seq data

2 Mapping DNA breakpoints in cancer genomes
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Outline

1 Isoform detection from RNA-seq data

2 Mapping DNA breakpoints in cancer genomes
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Central dogma
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Alternative splicing: 1 gene = many proteins
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The isoform identification and quantification problem

Given a biological sample (e.g., cancer tissue), can we:
1 identify the isoform(s) of each gene present in the sample?
2 quantify their abundance?
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RNA-seq measures mRNA abundance by sequencing
short fragments
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RNA-seq and alternative splicing

(Costa et al., 2011)
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From RNA-seq to isoforms

library preparation

RNA sample
transcripts

reads
50-200pb

?

De Novo 
approaches

- OASES (Schultz et al. 2012)

- Trinity (Grabherr et al. 2011)

- Kissplice (Sacomoto et al. 2012)

 

Transcripts 
Quantification using 

annotations
- RQuant (Bohnert et al. 2009)

- FluxCapacitor (Montgomery et al. 2010)

- IsoEM (Nicolae et al. 2011)

- eXpress (Roberts et al. 2013)

Genome-based 
Transcripts 

Reconstruction
- Scripture (Guttman et al. 2010)

- Cufflinks (Trapnell et al. 2010)

- IsoLasso (Li et al. 2011a)

- NSMAP (Xia et al. 2011)

- SLIDE (Li et al. 2011b)

- iReckon (Mezlini et al. 2012)

- FlipFlop
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The isoform deconvolution problem

(Xia et al., 2011)
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More formally

e exons
c candidate isoforms (up to 2e − 1)
φ ∈ Rc

+ the vector of abundance of isoforms (unknown!)
U binary matrix:




exon1 · · · exone junction1,2 · · · junctione1,e

isoform1 1 · · · 1 1 · · · 1
isoform2 1 · · · 0 1 · · · 0
... · · · · · ·
isoformc 0 · · · 1 0 · · · 0




U>φ the abundance of each exon/junction.

Goal: estimate φ from the observed reads on each exon/junction
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Isoform deconvolution with the Lasso

Estimate φ sparse by solving:

min
φ∈Rc

+

R(U>φ) + λ‖φ ‖1

IsoLasso (Li et al., 2011)
NSMAP (Xia et al., 2011)
SLIDE (Li et al., 2011)

Works well BUT computationally challenging to enumerate all
candidate isoforms (up to 2e) for large genes!
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Fast isoform deconvolution with the Lasso

Theorem (Bernard, Mairal, Jacob and V., 2012)
The isoform deconvolution problem

min
φ∈Rc

+

R(U>φ) + λ‖φ ‖1

can be solved in polynomial time in the number of exon.

Key ideas
1 U>φ corresponds to a flow on the graph
2 Reformulation as a convex cost flow problem (Mairal and Yu,

2012)
3 Recover isoforms by flow decomposition algorithm

"Feature selection on an exponential number of features in polynomial
time"
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From isoforms to flows

Isoforms are paths
Linear combinations of isoforms are flows
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Isoform deconvolution as convex cost flow problem

min
φ∈Rc

+

R(U>φ) + λ‖φ ‖1

is equivalent to
min
f flow

R(f ) + λft
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FlipFlop (Bernard, Jacob, Mairal and V., 2012)

min
φ∈Rc

+

R(U>φ) + λ‖φ ‖1

Cufflink : a priori selection of isoforms (minimum graph cover)
IsoLasso : pre-filtering of candidate isoforms using various
heuristics
NSMAP, SLIDE : limit the maximum number of exons
FlipFlop : exact optimization without pre-filtering in polynomial
time
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Performance in isoform identification
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Simulated data (hg19, 1137 genes on chr1, 1million 75 bp single-end
reads by transcript levels).
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Speed trial
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Outline

1 Isoform detection from RNA-seq data

2 Mapping DNA breakpoints in cancer genomes
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Chromosomic aberrations in cancer
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Comparative Genomic Hybridization (CGH)

Motivation
Comparative genomic hybridization (CGH) data measure the DNA
copy number along the genome
Very useful, in particular in cancer research to observe
systematically variants in DNA content
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Can we identify breakpoints and "smooth" each
profile?
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A classical multiple change-point detection problem
Should scale to lengths of order 106 ∼ 109
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An optimal solution
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For a signal Y ∈ Rp, define an optimal approximation β ∈ Rp with
k breakpoints as the solution of

min
β∈Rp

‖Y − β ‖2 such that
p−1∑

i=1

1 (βi+1 6= βi) ≤ k

This is an optimization problem over the
(p

k

)
partitions...

Dynamic programming finds the solution in O(p2k) in time and
O(p2) in memory
But: does not scale to p = 106 ∼ 109...
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Promoting sparsity with the `1 penalty

The `1 penalty (Tibshirani, 1996; Chen et al., 1998)
If R(β) is convex and "smooth", the solution of

min
β∈Rp

R(β) + λ

p∑

i=1

|βi |

is usually sparse.
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Promoting piecewise constant profiles penalty

The total variation / variable fusion penalty
If R(β) is convex and "smooth", the solution of

min
β∈Rp

R(β) + λ

p−1∑

i=1

|βi+1 − βi |

is usually piecewise constant (Rudin et al., 1992; Land and Friedman,
1996).

Proof:
Change of variable ui = βi+1 − βi , u0 = β1

We obtain a Lasso problem in u ∈ Rp−1

u sparse means β piecewise constant
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TV signal approximator

min
β∈Rp

‖Y − β ‖2 such that
p−1∑

i=1

|βi+1 − βi | ≤ µ

Adding additional constraints does not change the change-points:∑p
i=1 |βi | ≤ ν (Tibshirani et al., 2005; Tibshirani and Wang, 2008)∑p
i=1 β

2
i ≤ ν (Mairal et al. 2010)
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Solving TV signal approximator

min
β∈Rp

‖Y − β ‖2 such that
p−1∑

i=1

|βi+1 − βi | ≤ µ

QP with sparse linear constraints in O(p2) -> 135 min for p = 105

(Tibshirani and Wang, 2008)
Coordinate descent-like method O(p)? -> 3s s for p = 105

(Friedman et al., 2007)
With the LARS in O(pk) (Harchaoui and Levy-Leduc, 2008)
For all µ in O(p ln p) (Hoefling, 2009)
For the first k change-points in O(p ln k) (Bleakley and V., 2010)
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Solving TV signal approximator in O(p ln k)

Theorem (V. and Bleakley, 2010; see also Hoefling, 2009)
TV signal approximator performs "greedy" dichotomic segmentation

2 Problem formulation

Let Y = (Y1, . . . , Yn) 2 Rn a signal that we wish to approximate by a piecewise-constant signal
µ = (µ1, . . . , µn). We consider the following formulation [2]:

min
µ1,...,µn

1

2

nX

i=1

(Yi � µi)
2 + �

n�1X

i=1

| µi+1 � µi | . (1)

As shown by [1, 4], from the solution of (1) we can easily deduce the solution of the FLSA:

min
µ1,...,µn

1

2

nX

i=1

(Yi � µi)
2 + �

n�1X

i=1

| µi+1 � µi | + �2

nX

i=1

| µi | , (2)

as well as the solution of the FLSA with quadratic penalty:

min
µ1,...,µn

1

2

nX

i=1

(Yi � µi)
2 + �

n�1X

i=1

| µi+1 � µi | + �2

nX

i=1

| µi | + �3

nX

i=1

µ2
i . (3)

In the sequel we therefore focus only on the problem (1). [1] proposed to solve it for each value of �
using a coordinate descent method. [2, 4] proposed a faster homotopy method to compute the solutions
of (1) for all values of � leading to up to k change points in O(nk), by reformulating it as a LASSO
problem and using the LARS algorithm. Below we show that we can get the same result much faster,
on average in O(n log k), by showing that (1) can in fact be formulated as an iterative dichotomic
segmentation method.

3 Dichotomic segmentation

A general dichotomic segmentation strategy requires:

• A representation of any intervals I of [1, n].

• A function to split any interval I = [u, v] of length > 1 into two intervals IL(I) = [u, k] and
IR(I) = [k + 1, v], and a function �(I) 2 R+ which represents the gain resulting from splitting I
into IL(I� and IR(I).

We will investigate different function IL(I), IR(I) and �(I). The dichotomic segmentation method,
presented in Algorithm 1, then proceeds as follows: starting from the full interval [i, n] as a trivial
partition of [1, n] into intervals, and then iteratively refine any partition P of [1, n] into p intervals
P = {I1, . . . , Ip} by splitting the interval I⇤ 2 P with maximal �(I⇤) into the two intervals IL(I⇤) and
IR(I⇤).

Algorithm 1 Greedy dichotomic segmentation
Require: k number of intervals, �(I) gain function to split an interval I into IL(I), IR(I)

1: I0 represents the interval [1, n]
2: P = {I0}
3: for i = 1 to k do
4: I⇤  arg max

I2P
� (I⇤)

5: P  P\ {I⇤}
6: P  P [ {IL (I⇤) , IR (I⇤)}
7: end for
8: return P

2Apparently greedy algorithm finds the global optimum!
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Speed trial : 2 s. for k = 100, p = 107
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Extension 1: linear discrimination / regression
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Fused lasso for supervised classification
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Idea: find a linear predictor f (Y ) = β>Y that best discriminates
the aggressive vs non-aggressive samples, subject to the
constraints that it should be sparse and piecewise constant
Mathematically:

min
β∈Rp

R(β) + λ1‖β ‖1 + λ2‖β ‖TV

Computationnally: proximal methods
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Prognosis in melanoma (Rapaport et al., 2008)
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Extension 2: finding multiple change points shared by
several profiles
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"Optimal" segmentation by dynamic programming
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Define the "optimal" piecewise constant approximation Û ∈ Rp×n

of Y as the solution of

min
U∈Rp×n

‖Y − U ‖2 such that
p−1∑

i=1

1
(
Ui+1,• 6= Ui,•

)
≤ k

DP finds the solution in O(p2kn) in time and O(p2) in memory
But: does not scale to p = 106 ∼ 109...
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Selecting pre-defined groups of variables

Group lasso (Yuan & Lin, 2006)
If groups of covariates are likely to be selected together, the
`1/`2-norm induces sparse solutions at the group level:

Ωgroup(w) =
∑

g

‖wg‖2

Ω(w1,w2,w3) = ‖(w1,w2)‖2 + ‖w3‖2
=
√

w2
1 + w2

2 +
√

w2
3
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GFLseg (Bleakley and V., 2011)

Replace

min
U∈Rp×n

‖Y − U ‖2 such that
p−1∑

i=1

1
(
Ui+1,• 6= Ui,•

)
≤ k

by

min
U∈Rp×n

‖Y − U ‖2 such that
p−1∑

i=1

wi‖Ui+1,• − Ui,•‖ ≤ µ

GFLseg = Group Fused Lasso segmentation

Questions
Practice: can we solve it efficiently?
Theory: does it recover the correct segmentation?
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GFLseg as a group Lasso problem

Make the change of variables:

γ = U1,• ,

βi,• = wi
(
Ui+1,• − Ui,•

)
for i = 1, . . . ,p − 1 .

TV approximator is then equivalent to the following group Lasso
problem (Yuan and Lin, 2006):

min
β∈R(p−1)×n

‖ Ȳ − X̄β ‖2 + λ

p−1∑

i=1

‖βi,• ‖ ,

where Ȳ is the centered signal matrix and X̄ is a particular
(p − 1)× (p − 1) design matrix.
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TV approximator implementation

min
β∈R(p−1)×n

‖ Ȳ − X̄β ‖2 + λ

p−1∑

i=1

‖βi,• ‖ ,

Theorem
The TV approximator can be solved efficiently:

"approximately" with the group LARS in O(npk) in time and O(np)
in memory
"exactly" with a block coordinate descent + active set method in
O(np) in memory
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Proof: computational tricks... (from Zaid)

Although X̄ is (p − 1)× (p − 1):
For any R ∈ Rp×n, we can compute C = X̄>R in O(np) operations
and memory
For any two subset of indices A =

(
a1, . . . ,a|A|

)
and

B =
(
b1, . . . ,b|B|

)
in [1,p − 1], we can compute X̄>•,AX̄•,B in

O (|A||B|) in time and memory
For any A =

(
a1, . . . ,a|A|

)
, set of distinct indices with

1 ≤ a1 < . . . < a|A| ≤ p − 1, and for any |A| × n matrix R, we can

compute C =
(

X̄>•,AX̄•,A
)−1

R in O(|A|n) in time and memory
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Speed trial

Length Nb profiles Nb change-points

so the slope gives the exponent of the complexity (resp. n, p and k). For the weighted group fused LARS,
linearity is clearest for k, whereas for n and p, the curves are initially sub-linear, then slightly super-linear for
extremely large values of n and p. As these time trials reach out to the practical limits of current technology,
we see that this is not critical - on average, even the longest trials here took less than 200 seconds. The
weighted fused group Lasso results are perhaps more interesting, as it is harder to predict in advance the
practical time performance of the algorithm. Surprisingly, when increasing n (p and k fixed) or increasing
p (n and k fixed), the group fused Lasso eventually becomes as fast the iterative, deterministic group fused
LARS. This suggests that at the limits of current technology, if k is small (say, less than 10), the potentially
superior performance of the Lasso version (see later) may not even be punished by a slower run-time with
respect to the LARS version. We suggest that this may be due to the Lasso optimization problem becoming
relatively “easier” to solve when n or p increases, as we observed that the Lasso algorithm converged quickly
to its final set of change-points. The main difference between the Lasso and LARS performance appears
when the number of change-points increases: with respective empirical complexities cubic and linear in k,
as predicted by the theoretical analysis, Lasso is already 1,000 times slower than LARS when we seek 100
change-points.
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Figure 2: Speed trials for group fused LARS (top row) and Lasso (bottom row). Left column: varying
n, with fixed p = 10 and k = 10; center column: varying p, with fixed n = 1000 and k = 10; right column:
varying k, with fixed n = 1000 and p = 10. Figure axes are log-log. Results are averaged over 100 trials.

6.2 Accuracy for detection of a single change-point

Next, we tested empirically the accuracy the group fused Lasso for detecting a single change-point. We
first generated multidimensional profiles of dimension p, with a single jump of height 1 at a position u, for
different values of p and u. We added to the signals an i.i.d. Gaussian noise with variance σ̃2

α = 10.78,
the critical value corresponding to α = 0.8 in Theorem 2. We ran 1000 trials for each value of u and p,
and recorded how often the group fused Lasso with or without weights correctly identified the change-point.
According to Theorem 2, we expect that, for the unweighted group fused Lasso, for 50 ≤ u < 80 there is
convergence in accuracy to 1 when p increases, and for u > 80, convergence in accuracy to zero. This is
indeed what is seen in Figure 3 (left panel), with u = 80 the limit case between the two different modes of
convergence. The center panel of Figure 3 shows that when the default weights (5) are added, convergence
in accuracy to 1 occurs across all u, as predicted by Theorem 3. In addition, the right-hand-side panel
of Figure 3 shows results for the same trials except that change-point locations can vary uniformly in the
interval u ± 2. We see that, as predicted by Theorem 4, the accuracy of the weighted group fused Lasso
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Consistency

Suppose a single change-point:
at position u = αp
with increments (βi)i=1,...,n s.t. β̄2 = limk→∞

1
n
∑n

i=1 β
2
i

corrupted by i.i.d. Gaussian noise of variance σ2
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Does the TV approximator correctly estimate the first change-point as
p increases?
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Consistency of the unweighted TV approximator

min
U∈Rp×n

‖Y − U ‖2 such that
p−1∑

i=1

‖Ui+1,• − Ui,•‖ ≤ µ

Theorem
The unweighted TV approximator finds the correct change-point with
probability tending to 1 (resp. 0) as n→ +∞ if σ2 < σ̃2

α (resp.
σ2 > σ̃2

α), where

σ̃2
α = pβ̄2

(1− α)2(α− 1
2p )

α− 1
2 − 1

2p

.

correct estimation on [pε,p(1− ε)] with ε =
√

σ2

2pβ̄2 + o(p−1/2) .

wrong estimation near the boundaries
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Consistency of the weighted TV approximator

min
U∈Rp×n

‖Y − U ‖2 such that
p−1∑

i=1

wi‖Ui+1,• − Ui,•‖ ≤ µ

Theorem

The weighted TV approximator with weights

∀i ∈ [1,p − 1] , wi =

√
i(p − i)

p

correctly finds the first change-point with probability tending to 1 as
n→ +∞.

we see the benefit of increasing n
we see the benefit of adding weights to the TV penalty
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Proof sketch

The first change-point î found by TV approximator maximizes
Fi = ‖ ĉi,• ‖2, where

ĉ = X̄>Ȳ = X̄>X̄β∗ + X̄>W .

ĉ is Gaussian, and Fi is follows a non-central χ2 distribution with

Gi =
EFi

p
=

i(p − i)
pw2

i
σ2 +

β̄2

w2
i w2

u p2
×
{

i2 (p − u)2 if i ≤ u ,
u2 (p − i)2 otherwise.

We then just check when Gu = maxi Gi
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Consistency for a single change-point
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Figure 3: Single change-point accuracy for the group fused Lasso. Accuracy as a function of the number
of profiles p when the change-point is placed in a variety of positions u = 50 to u = 90 (left and centre
plots, resp. unweighted and weighted group fused Lasso), or: u = 50±2 to u = 90±2 (right plot, weighted
with varying change-point location), for a signal of length 100.

remains robust against fluctuations in the exact change-point location.

6.3 Accuracy for detecting multiple change-points

To investigate the potential for extending the results to the case of many shared change-points, we further
simulated profiles of length n = 100 with a change-point at all of positions 10, 20, . . . , 90. We consider
dimensions p between 1 and 500. Jumps at each change-point of each profile were drawn from a Gaussian
with mean 0 and variance 1; we then added centered Gaussian noise with σ2 ∈ {0.05, 0.2, 1} to each
position in each profile. For each value of p and σ2, we ran one hundred trials of both implementations, with
or without weights, and recorded the accuracy of each method, defined as the percentage of trials where the
first 9 change-points detected by the method are exactly the 9 true change-points. Results are presented in
Figure 4 (from left to right, resp. σ2 = 0.05, 0.2, 1). Clearly, the group fused Lasso outperforms the group
fused LARS, and the weighted version of each algorithm outperforms the unweighted version. Although
the group LARS is usually considered a reliable alternative to the exact group Lasso [21], this experiment
shows that the exact optimization by block coordinate descent may be worth the computational burden if
one is interested in accurate group selection. It also demonstrates that, as we conjectured in Section 5.3, the
group fused Lasso can consistently estimate multiple change-points as the number of profiles increases.

6.4 Application to gain and loss detection

We now consider a possible application of our method for the detection of regions with frequent gains
(positive values) and losses (negative values) among a set of DNA copy number profiles, measured by
array comparative genomic hybridization (aCGH) technology [27]. We propose a two-step strategy for
this purpose: first, find an adequate joint segmentation of the signals; then, check the presence of gain or
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Estimation of several change-points
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Figure 4: Multiple change-point accuracy. Accuracy as a function of the number of profiles p when
change-points are placed at the nine positions {10, 20, . . . , 90} and the variance σ2 of the centered Gaussian
noise is either 0.05 (left), 0.2 (center) and 1 (right). The profile length is 100.

loss on each interval of the segmentation by summarizing each profile by its average value on the interval.
Note that we do not assume that all profiles share exactly the same change-points, but merely see the joint
segmentation as an adaptive way to reduce the dimension and remove noise from data.

In practice, we used group fused LARS on each chromosome to identify a set of 100 candidate change-
points, and selected a subset of them by post-processing as described in Section 5.4. Then, in each piecewise-
constant interval between successive shared change-points, we calculate the mean of the positive segments
(shown in green in Figures 5(a) and 6(c)) and the mean of the negative segments (shown in red). The larger
the mean of the positive segments, the more likely we are to believe that a region harbors an important
common gain; the reasoning is analogous for important common losses and the mean of the negative seg-
ments. Obviously, many other statistical tests could be carried out to detect frequent gains and losses on
each segment, once the joint segmentation is performed.

We compare this method for detecting regions of gain and loss with the state-of-the-art H-HMMmethod
[27], which has been shown to outperform several other methods in this setting. As [27] have provided their
algorithm online with several of their data sets tested in their article, we implemented our method and theirs
(H-HMM) on their benchmark data sets.

In the first data set in [27], the goal is to recover two regions – one amplified, one deleted, that are shared
in 8 short profiles, though only 6 of the profiles exhibit each of the amplified or deleted regions. Performance
is measured by area under ROC curve (AUC), following [27]. Running H-HMMwith the default parameters,
we obtained an AUC (averaged over 10 trials) of 0.96± .01, taking on average 60.20 seconds. The weighted
group fused LARS, asked to select 100 breakpoints and followed by dynamic programming, took 0.06
seconds and had an AUC of 0.97. Thus, the performance of both methods was similar, though weighted
group fused LARS was around 1000 times faster.

The second data set was a cohort of lung cancer cell lines originally published in [28, 29]. As in [27], we
concentrated on the 18 NSCLC adenocarcinoma (NA) cell lines. Figure 5 shows the score statistics obtained
on Chromosome 8 when using either weighted group fused LARS or H-HMM.Weighted group fused LARS
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Application: detection of frequent abnormalities
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Conclusions

Convex sparsity-inducing penalties as a way to incorporate prior
knowledge
Specific implementations for specific problems:

greedy dichotomic segmentation for fused lasso
fast group Lasso for joint segmentation
network flow optimization of lasso over the paths of a graph

Often, feature selection is consistent (although we pay a price
when features are very correlated), stability selection may help
Numerous applications in bioinformatics and beyond!
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Thanks!

Kevin Bleakley (INRIA), Elsa Bernard (ParisTech/Institut Curie),
Laurent Jacob (UC Berkeley/CNRS), Julien Mairal (UC
Berkeley/INRIA))
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