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Support Vector Machines (SVMs) and related kernel methods ([8]) are a powerful class of
algorithms first introduced by Vapnik and coworkers in the 90’s for classification and regression
problems. They are based on a sound theoretical framework, namely statistical learning theory,
and have been shown to provide very powerful algorithms for several real-world applications,
such as optical character recognition or various prediction problems.

These methods have been gaining popularity recently in bioinformatics for at least two

reasons:

e SVMs can easily replace currently used algorithms (such as neural networks) for classi-
fication problems where the input is a vector and the output is a class, and appear to
usually outperform other algorithms. Examples of such classification problems include for
example the prediction of the cellular localization of a protein from a vector of features,
such as the frequency of each amino-acid in the protein ([5]). SVMs are particularly
resistant to overfitting even in large dimensions, when only a few training examples are

available.

e SVMs can be adapted to problems where the objects to classify are not real vectors thanks
to the possibility of designing kernel functions. A kernel function K(z,y) where z and
y are two objects is meant to represent the similarity between the objects, and is the
only information SVM uses about the objects. As an example, if one wants to classify
variable-length sequences (such as proteins) which can not easily be represented as vectors,
it suffices to define a kernel function between the sequences (related for instance to the
alignment score of the sequences) to be able to use SVMs

In this talk I will first review the SVM algorithm itself, and present various applications of
SVMs to bioinformatics which were developed in the recent years. These applications include
analysis of microarray data for gene function prediction ([1, 7]) or tissue classification ([3]), au-
tomatic protein classification into functional families ([6]), translation initiation site recognition
([10]), protein secondary structure prediction ([4]) or protein fold recognition ([2]).

I will then propose new methods to adapt SVMs to particular problems arising in bioin-
formatics through the design of new kernels ([9]). I will consider the case when one wants
to classify structured objects such as sequences or graphs, and has been able to estimate a
probability distribution on the space of objects, such that objects with a high probability are

*Uji, Kyoto 611-0011, Japan. e-mail: Jean-Philippe.Vert@mines.org



more likely to belong to one particular class. This case is very usual in bioinformatics when one

uses for instance hidden Markov models to characterize a family of proteins, or weight matrices

to characterize particular motifs in DNA. I will show how it is possible to design a Fuclidean

geometry on the space of objects such that two objects are close to each other whenever they

share rare common subparts. This Euclidean geometry is concretely defined through a kernel

function K (z,y) which represents the inner product between any two objects x and y in the

Euclidean space, and can be used by SVMs to linearly discriminate the objects in this space. 1

will give experimental results on the prediction of signal peptide cleavage site in protein.
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