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Abstract

Advances in modern technologies and computers have enabled digital image processing to become a vital tool in conventional clinica
practice, including mammography. However, the core problem of the clinical evaluation of mammographic tumors remains a highly demanding
cognitive task. In order for these automated diagnostic systems to perform in levels of sensitivity and specificity similar to that of human experts,
it is essential that a robust framework on problem-specific design parameters is formulated. This study is focused on identifying a robust se
of clinical features that can be used as the base for designing the input of any computer-aided diagnosis system for automatic mammograph
tumor evaluation. A thorough list of clinical features was constructed and the diagnostic value of each feature was verified against curren
clinical practices by an expert physician. These features were directly or indirectly related to the overall morphological properties of the
mammographic tumor or the texture of the fine-scale tissue structures as they appear in the digitized image, while others contained extern
clinical data of outmost importance, like the patient's age. The entire feature set was used as an annotation list for describing the clinica
properties of mammographic tumor cases in a quantitative way, such that subsequent objective analyses were possible. For the purposes of t
study, a mammographic image database was created, with complete clinical evaluation descriptions and positive histological verification fo
each case. All tumors contained in the database were characterized according to the identified clinical features’ set and the resulting datas
was used as input for discrimination and diagnostic value analysis for each one of these features. Specifically, several standard methodologi
of statistical significance analysis were employed to create feature rankings according to their discriminating power. Moreover, three different
classification models, namely linear classifiers, neural networks and support vector machines, were employed to investigate the true efficienc
of each one of them, as well as the overall complexity of the diagnostic task of mammographic tumor characterization. Both the statistical
and the classification results have proven the explicit correlation of all the selected features with the final diagnosis, qualifying them as ar
adequate input base for any type of similar automated diagnosis system. The underlying complexity of the diagnostic task has justified the
high value of sophisticated pattern recognition architectures.
© 2005 Elsevier Ireland Ltd. All rights reserved.
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1. Introduction Screening mammography, for detecting early breast cancerin
asymptomatic women, increases the likelihood for cure and
Breast cancer is the most common cancer type and the seclong-term survival. However, in cases of indeterminate mam-
ond most common death cause in women in civilized world. mographic findings, breast biopsy may be required. Avoiding

unnecessary biopsies is important due to the discomfort, cost
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The diagnostic and clinical evaluation of mammographic type of automated tumor diagnosis system that is based on
images constitutes a difficult and complex cognitive task, morphological, textural or descriptive datasets.
which requires advanced levels of expertise and knowledge
by the trained physicians. Mammographic screening, for the
identification of abnormalities and the pathological char- 2. Materials and methods
acterization of breast tissue, is a visual task that combines
several aspects and X-ray findings, presented in various The current study was based on four distinct issues: (1)
areas of the mammographic image, as well as external datecreate athorough list of abnormal findings regarding diagnos-
available through each patient’'s clinical history. Specific tic evaluation of a mammogram, especially related to image
clinical findings, such as the morphological properties and textural and morphological features of the underlying tissue.
fine-scale structural information of the underlying tissue, From this list, the most prominent and content-rich features
are the key factors in characterizing the severity of every were to be selected, according to their suitability for auto-
mammographic tumor, i.e., its benign or malignant nature matic extraction through image processing algorithms. (2)
[1]. Modern computer technology can be used to implement Create a specialized mammographic image database, con-
automatic image processing and analysis of various aspectgaining clearly identifiable and histologically verified cases
of these findings, thus supporting effectively the expert’s of benign or malignant tumors. All cases were evaluated and
evaluation as a valuable suggestive tool. However, the exactannotated in relation to the previously defined list of impor-
task of tissue characterization and classification of a tumor, tant clinical features. (3) Analyze the newly constructed set
as probable benign or probable malignant, is extremely of mammographicimages inrelation to the feature list, focus-
complex and includes advanced inference mechar|@/8k ing especially on investigating the importance, comprehen-
Consequently, computer-aided diagnosis (CAD) systemssiveness and consistency of each one of these features when
focus on specific aspects of the diagnostic process, suchcorrelated with the verified final diagnosis. (4) Investigate
as the identification and analysis of microcalcifications or the performance of individual features, as well as subsets of
the detection of irregular tissue structures, each suggestivecombined features, when used as real training datasets for
of specific abnormalitie§4]. Therefore, it is essential that various classifier architectures, i.e., linear classifiers, neural
these morphological and textural properties are defined in networks (NN) and support vector machines (SVM).
detail as a specific list of qualitative features that can be
formulated into a robust set of corresponding quantitative 2.1. Mammographic features list
measurements.

This study focuses on three core issues: (a) to investigate  The first phase of the study included an extensive research
efficient mammographic features, already used in currentthrough various aspects of identifying and evaluating numer-
clinical practice for the pathological evaluation of mam- ous radiologic findings in mammographic images, related
mographic tumors, (b) to assess their diagnostic value withto benign and malignant abnormalities. The investigation
objective statistical and classification methods, and (c) was conducted by enumerating and documenting all the
to formulate a robust quantitative model for using them morphological and textural tissue characteristics, which are
as the input for any automated image analysis method.recognized and evaluated by the experts when they conduct
Specifically, a complete and coherent set of clinical features a clinical diagnosig5—7]. Furthermore, an additional list
was constructed, by exploiting significant pathological of other important features, like patient’s age and clinical
factors, related to mammographic abnormalities and directly background, were also included in this list. Some of the
or indirectly suggestive of probable malignant cases of features, like the presence of suspicious masses or micro-
breast tumors. The information content of these features calcifications, are normally related directly to abnormalities,
is related to the mammographic image itself, namely the while others, like the exact location and size of the mass, are
morphological and textural properties of the tumor’s area, usually evaluated as intermediate suggestive indications of
or external data obtained by the patient’s clinical history. benignancy or malignandg,3].

Subsequently, this set of qualitative descriptive estimations, The complete list of the 31 features, along with direct
supplied by the expert physician’s subjective evaluation, was indications of benign and malignant biopsy results, is sum-
quantified and translated into a robust dataset. This datasemarized inTable 1 The features were grouped in categories
was used in statistical and classification analysis schemesaccording to the general type of abnormality they refer to.
employing a wide range of discrimination evaluations, The “CPU” column refers to the capability of relating the
ranging from standard significance tests, to advanced patterrcorresponding features to image processing algorithms,
recognition architectures. The results obtained during this which can automatically extract specific content-related
analysis can be used for objective comparative studies,information. Advanced algorithms for automated mammo-
as well as to produce ranking lists of clinical features in graphic lesion detection have been proposed, however their
accordance to their true diagnostic value. These featureslevel of sensitivity and specificity, as well as their fine-scale
and their relative discriminative power constitute the input accordance to the corresponding expert’s detailed description
specifications and guidelines, which are essential for any of tumor boundaries, is still under investigatigh8].
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Table 1
Clinical findings and features normally implicated in mammogram evaluation

Features list Morphological data Textural data Other CPU Doctor

Tumor
Intramammary node
Size (general view)
Inclusion of fat (%)
Degree of irregularity
Type of irregularity
Stellate border
Indistinct border
Density (hypol/iso/hyper)
Homogeneity
Location Vv
Diameter
Boundary shape (type)

L K
L

LN X
«~

Microcalcifications
Size of cluster (general view)
Number of elements
Shape of cluster
Variability of size of elements
Irregular shape of elements
Linear or branching elements

LA K

S
<
DG G SN L

<

Secondary signs
Architectural distortion
Asymmetric density N
Skin thickening or retraction
Regional calcifications N

Previous history
Availability
comparability
Existence of abnormality in previous study

Correlation with clinical findings
Availability
Correlation: location of clinical findings with radiographic study
Correlation: size/extent of clinical findings with radiographic study
Level of suspicion due to clinical findings

Other data
Age
Benign/malignant (histological)

LA A A L il

LA A A Lk

It is obvious that some of the above features, although in order to acquire quantitative data values. Both the final
very important, are not directly related to the mammo- feature list selections, as well as the exact quantification
graphic image by itself and, thus, they have to be provided scales, were defined in cooperation with an expert physi-
as external annotation data for each case by the physiciarcian in order to ensure complete and detailed clinical
[5,6]. Furthermore, not all of them are related to the clinical results.
characterization of tumors, which is the main concern of the  The final set of nine clinical features was the base for the
current study. Subsequently, a robust, content-rich subsetannotation list, which was used to describe and document
of features was constructed, using selected features that ar¢he expert’s clinical evaluation for each mammographic im-
highly related to tumor benignancy or malignancy and, at the age in the database. Specifically, (1) gresence of tumoys
same, time refer to textural and morphological characteristics (2) the presence of microcalcification3) thetumor den-
ofthe tumor, i.e., to objective image properties. These featuresity, (4) thepercentage of fawithin the tumor, (5) theumor
selections were also based on the general requirement thaboundary vaguenesé) thetumor homogeneity(7) thetu-
the features can be automatically extracted and processed. Imor morphological shape typéB) thepatient’s ageas well
this case, the features that are extracted from the image caras (9) thefinal histologic diagnosiswere included. As the
be linked directly or indirectly to morphological or textural patient’s age remains a feature of high clinical importance, it
properties of the tissue inside and around the tumor area, as itvas also included in the final annotation list as a unique “ex-
appears on the image its§®-12]. Qualitative or descriptive  ternal” data, although it cannot be referred directly from the
features were scaled in numerical ranges or percentagesinammographic image itsgb,6]. Finally, the morphological



M. Mavroforakis et al. / European Journal of Radiology 54 (2005) 80—89 83

Benign » Malignant selected subset was constructed in accordance to the gen-

eral requirement for complete and unbiased statistical dis-
‘ ' ’ * tributions over all the radiologic findings investigated in the
study.

The selected mammogram films were digitized at a typical
resolution of 63.m (400 dpi) with 8b graylevel depth, in
Fig. 1. Morphological shape type representations of mammographic ord.er_ to retain fine scale textural qqd structural tissue pharac-
tumors. teristics. Furthermore, some additional post-processing was

applied uniformly over all the selected images, using opti-
shape type refers to the classification of the tumor’s shape inmized unsharp filtering forimage enhancement with minimal
one of four predefined shape categories, related to tumor;sspectrum alteration. The resulting images were evaluated and
boundary roughness and stellate or lobulated outline. Theseverified by the expert as acceptable in terms of image quality
four categories, illustrated iRig. 1, are defined asound and resolution. The final set of 130 images of histologically
lobulated micro-lobulatedandstellate and their ranking is  confirmed lesions (46 benign and 84 malignant) was used
directly related to their pathology, from benign to malignant, as the base for all the subsequent analysis presented in this
respectivelyf13-16] study, with no reduction in spatial resolution or graylevel

These quantified properties are essentially explicit infor- depth.
mation related to specific types of malignant mammogram  Subsequently, every mammographicimage inthe database
abnormalities, including architectural distortion, clusters of was evaluated by two expert radiologists and all the impor-
microcalcifications, lobulated or stellate masses, as well astant findings were recorded separately for each case, using
skin oedemd7]. Thus, the initial annotation list constitutes the annotation list that was created during the previous phase
a complete dataset that provides significant diagnostic data,of the study. As the tumor’s shape is one of the most impor-
which has been used for further statistical and clustering anal-tant morphological properties for clinical characterization, it
ysis. The final annotation list, containing the selected featureswas essential that shape type information was provided by
and quantification scales, is presentedaile 2 the expert and registered into the annotation list. In addition,
for further morphological and textural analysis capabilities at
some later stage, it was crucial that every tumor was clearly
described and registered by defining its boundary outline.

The second phase of the study included the creation of In order to obtain tumor boundaries of high quality and de-
a thorough mammographic image database, especially detail, a manual segmentation was applied. Specifically, each
signed to focus on cases of tumor presence with histologicaltumor was manually described by the radiologists using a
verification as benign or malignant by an expert physician. high-resolution digitizer device and stored as an embedded
The requirement for patient’s clinical history and positive boundary descriptor via alpha channel data. These boundary
histological verification of the benignancy or malignancy of descriptions were used for further independent work on the
each case was assessed as one of extreme importance fatefinition of mass inclusion masks and boundary zones for
the quality and validity of the subsequent results. Thus, a textural features extraction at these areas of interest.
new, special-purpose image set was assembled, using cases
of mammographic tumors with complete radiologic evalua- 2.3. Statistical analysis
tion and histologic diagnosis. The initial set contained several
hundreds standard mammograms and itwas used as abase for Statistical analysis was conducted on the data obtained
the final selection of tumor cases with positive clinical veri- through the annotation list in three groups: benign cases, ma-
fication by surgical biopsy and histologic examination. The lignant cases and all cases. For each of these groups, normal

distribution approximation parameters, i.e., mean value and
Table 2 variance, were calculated and the results were investigated
Final annotation list and quantification details under statistical significance analysis and projected aliasing
errors[17]. Specifically, for mean values calculated sepa-

Round Lobulated Microlobulated  Stellate

2.2. Mammographic image database

Qualitative feature Range

Patient's age True age rately for each case grouping, significance ranges were esti-
Mass existence Yes/no mated according to the current group size and variance. Sub-
Microcalcifications existence Yes/no sequently, feature distributions for each group were approxi-
;?)tu?]?:l:ri/nstﬁgrepness %’,:: 188 mated by normal distributions and the statistical error was cal-

Mass density
Mass homogeneity
Mass shape type

Hisologic diagnosis

L (hypo)/M (iso)/H (hyper)

1,.,10

1 (round)/2 (lobulated)/3
(micro-lobulated)/4
(stellate)

B (benign)/M (malignant)

culated according to the optimal limiting value separating two
different classes, i.e., benign and malignant cases, using each
individual feature. In other words, for every individual feature
contained in the annotation list, an optimal decision threshold
was calculated and the corresponding classification errors
for the benign and malignant cases were used as an indicative
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Fig. 2. Likelihood probability distributions of tumor boundary sharpness versus diagnosis and the corresponding bimodal normal distrémi¢iendat
between the two normal distribution curves constitutes the statistical error probability due to aliasing between the two classes. The treealiasisng
calculated by applying the specific decision threshold for boundary sharpness indicator in the current set of 130 mammographic images.

measurement of statistical aliasing. As an example, the use of Both linear and non-linear classification architectures
tumor boundary sharpness, as the sole discrimination featurevere employed for every dataset configuration. Specifically,
for bimodal normal distribution modeling, is illustrated optimization of the best feature set was investigated by ap-
in Fig. 2 plying exhaustive search through all the combinations of

The features were also processed through Univariatefeatures, in order to identify the ones that yield maximum
significance analysis, specificalli-test [18]. Multivariate discrimination capability and optimal performance. Fur-
significance analysis was also applied, using the multivariate thermore, the performance of each classifier was evaluated
analysis of variance (MANOVA) methdd9]. In both cases,  through extensive use @ffold cross validation techniques,
every feature was investigated separately under statisticalspecifically leave-one-out and leakesut method$20].
dependence hypotheses in relation to the diagnosis and For linear classificationtesting, three standard models
the results formulated a quantitative ranking, regarding the were considered.inear discrimination analysi§LDA) was

correlation between each feature and the diagnosis. applied in the form of classifier, using iterative subsets of the
initial training set and employing leave-one-out classifica-
2.4. Classification analysis tion for every individual pattern in the sg21]. A minimum

distance classifie(MDC) with Mahalanobis distance func-

In order to assess the discriminative power of each one oftion was employed in combination with least-squares data
the qualitative clinical measurements, several classification transformation for better statistical compactness, yielding the
schemes were applied against the verified diagnosis for eacHeast-squares minimum distance classiieBMD) that was
case. Pattern recognition techniques include various typesused in this study18].
of decision-theoretic approaches for data analysis and clas- Additionally, a typicalnearest neighbor classifiewith
sification, and have been proven extremely valuable to realvariable neighborhood siz&{NN) was employed, using the
problems of high complexity such as the task of mammo- neighborhood siz& as an optimization parametgig].
graphic diagnosis. In this study, several of the standard linear From the various types of typical non-linear classifiers,
and non-linear classifiers were used in order to evaluate bothtwo representative neural architectures were considered. A
the true performance of these features, as well as the overalmulti-layered perceptrofMLP) neural network model was
complexity of the problem itse[tL8]. used, using the back-propagation algorithm for training,
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employing topology optimization and various choices for the Table 3 . o )
neuron activation functions, specifically softmax, hyperbolic Distribution of the four morphological shape types against diagnosis

tan and hard limitef22]. Similarly to the MLP, aradial Round Lobulated Micro-lobulated Stellate
basis function(RBF) neural network architecture was also Benign 25 18 2 1
employed as a kernel-based alternative, using Gaussian 83% 95% 5% 3%
activation functions and optimized topolof88]. For neural Malignant 5 1 41 37
network classifiers, no feature reduction was necessary, as 17% 5% 95% 97%

the neurons of the (trained) input layer could be examined Percentages are calculated per column.

in order to discard features that correspond to input weights

with zero or near-zero valueR4]. In other words, the  Table4 _

architecture of the neural networks favors the automatic DiStribution of the “1.+2" and “3+4” grouped morphological shape types
. . . .. . against diagnosis

ranking of the inputs during the training phase, in a way

that the final classifier can be examined in order to identify Round + lobulated Micro-lobulated + stellate
significant and non-significant features. Benign 43 3
For more advanced investigation of the feature set, typical 88% 4%
support vector machinéSVM) models were applied in re-  Malignant 6 78
12% 96%

lation to the final diagnosis. Specifically, the C-SVC model
was used in combination with standard RBF kernel functions, Percentages are calculated per column.
optimizing the penalty facto) and the Gaussian spread pa-
rameter ) during training[25]. SVM classifiers employed  micro-lobulated and stellate types exhibited 95 and 97% of
limited feature set optimizations, using iterative runs of en- malignancy, respectively, asillustratediable 3 When com-
larging inclusions of several features, available on the featurebining the round and lobulated cases, the overall percentage
ranking lists created by MANOVA significance analysis. Due of malignancy was 12%, while for combined micro-lobulated
to the statistical importance of the shape type feature, all clas-and stellate cases, the overall percentage of malignancy was
sifications were considered both with and without the inclu- 96%, as illustrated iable 4 This high statistical depen-
sion of this specific feature. dency of specific morphological features of each tumor with
its verified pathology confirms the clinical value of its shape
when conducting a pathological evaluation of a mammogram.
3. Results It should be noted that if the shape type feature were to be
used as the sole input for predicting the final diagnosis, an

Preliminary analysis on the initial dataset has confirmed accuracy rate just over 93% could be achieved.
the strong statistical correlation between morphological
shape type and verified diagnosis of breast tumors in the3.1. Statistical significance analysis
mammograms. Specifically, the first two types of morphol-
ogy, round and lobulated tumors, exhibited 17 and 5% of ma-  Global statistics of the dataset were calculated for every
lignancy, respectively, within the same class. On the contrary, individual feature in relation to the final diagnosis. The

Table 5
Statistics of benign and malignant cases
Mean Standard deviation Skewness Kurtosis Mean configuration range
Benign (cases: 46)
Patient’s age 4457 8939 0119 1623 +2.583
Microcalcifications presence .83 Q417 —-1.417 Q006 +0.121
Fat% inclusion 26 Q0270 2208 3539 +0.078
Boundary sharpness .gn8 Q0205 —2.925 8514 +0.059
Tumor density 826 Q701 —0.555 —-0.781 +0.203
Tumor homogeneity 109 1464 —0.951 Q979 +0.423
Tumor shape type 543 Q690 1324 2215 +0.199
Malignant (cases: 84)
Patient’s age 5631 9079 Q098 —0.188 +1.942
Microcalcifications presence .&10 Q395 —1.605 0590 +0.084
Fat% inclusion @00 Q000 - - -
Boundary sharpness .25 Q264 1017 —0.032 +0.056
Tumor density 0798 Q485 —-2.420 5260 +0.104
Tumor homogeneity 381 1605 0266 —-0.328 +0.343
Tumor shape type .310 Q776 —1.398 2394 +0.166

Cells indicating “—" mean that the specific parameter could not be calculated due to zero variance. All confidence ranges for mean values wedrfocalculate
significance level (alpha) 0.95.
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Table 6

Test statistics of benign versus malignant cases

Statistics (benign vs. malignant) Classes boundary  T-test value F-test value Statistical errors Error probability (%)
Patient’s age 4791 1.704e-08 0.926 29 231
Microcalcifications presence N/S 0.721 0.660 - -

Fat% inclusion N/S 0.003 - - -

Boundary sharpness .@D1 1.041e-24 0.067 15 164

Tumor density N/S 0.127e03 3.801e-03 - -

Tumor homogeneity 006 1.181e-08 0.505 34 285

Tumor shape type .226 3.890e-24 0.392 9 ®23

For F-test values, cells indicating “—" mean that the specific parameter could not be calculated due to zero variance. Class boundary values irfdlicating “N/

mean that the clustering of the specific feature could not be qualified as bimodal normal distribution model, i.e. it could not produce any Iméezatiiacri
on the base classes.

properties and differences in the resulting bimodal normal the exact ordering with regard to the importance of each fea-
distributions, for benign and malignant cases, revealed theture.

discriminating power of each individual feature, as well as

the corresponding significance ranges for the mean values3.2. Classification results

The mean value and standard deviation of each feature were

used for constructing a bimodal normal distribution statistical  Classifications results were used as guidelines for evaluat-
model, while the corresponding aliasing error between the ing the performance of individual features, as well as identi-

two kernels was used to evaluate the statistical separability offying optimal feature combinations. Classification accuracy

benign and malignant cases, according to this feakige 2 rates were thoroughly investigated for all classifier models

presents a graphical display of using boundary sharpness foland comparative results were obtained against the final diag-
this type of statistical modelingable 5summarizesthe com-  nosis.

plete results of these tests, whilgble 6summarizes all types
of statistical discrimination modeling, includifigtest F-test 3.2.1. Individual features evaluation

and bimodal normal distribution modeling. Although some  patasets of single feature inclusions were constructed for
t_es_ts were not applicable tp specific features due to Stat'St'_Calconducting discriminating power analysis against diagnosis,
limitations (e.g., zero variance or non-separable Gaussiansing a typical LSMD classifier. The complete results for in-
distributions), early conclusions on the discrimination power jidual feature classification configurations are summarized
of each individual feature could already be drawn from these i, Taple 8 Similarly to the results already obtained by sta-
early tests. _ _ _ ftistical significance analysis, the morphological shape type
Furthermore, in order to produce feature rankings, which o the tumor proved to be the most correlated feature with
take into account statistical dependencies between the '”d"regard to final diagnosis. When patient’s age and shape type
vidual features, MANOVA was applied, investigating the dis-  teatures were excluded, optimal feature combinations, which
cnmmatmg power of each feature against the final diagnosis, \yere selected by the classifier, included tumor’s boundary
as well as its independency to all the other features. ~ gharpness;, fat inclusion percentage and tumor homogeneity,
Table 7summarizes the feature rankings for all statisti- yielding a maximum accuracy rate of 86.9%. The introduc-
cal significance analysis methods applied in this study. The {5, of patient's age into the set of input features also produced
results obtained by bimodal normal distribution modeling, qnimal configurations, achieving 89.2% accuracy. Classifi-
Univariate and MANOVA were generally similar and con-  cation results analysis showed that for feature combinations
sistent, producing feature rankings with little differences in \yithout shape type inclusion, the accuracy ranged from 87.7
to 91.5%, while for feature combinations that included shape

Table 7
Feature ranking lists produced bytest, bimodal normal distribution errors
and MANOVA evaluations against diagnosis Table 8
- - — - True discrimination efficiency of individual features through LSMD
T-test ranking Bimodal ‘dlstrlbutlon MANOVA ranking classification
error ranking
Qualitative feature LSMD
Boundary sharpness Mass shape type Mass shape type (success%- diagnosis)
Mass shape type Boundary sharpness Boundary sharpness (%)
Patient’s age Patient’s age Patient’s age
Mass homogeneity Mass homogeneity Fat percentage Mass shape type 93.1
Mass density Mass density Microcalcifications? ~ Boundary sharpness 86.1
Fat percentage Fat percentage Mass homogeneity ~Fat percentage 74.6
Microcalcifications? Microcalcifications? Mass density Mass density 73.1
For non-linearly separable bimodal normal distribution cases, the overall Ma§s h,omogenelty /3.1
Patient’s age 68.5

shape and aliasing of the underlying distributions are considered instead of

. S Microcalcifications? 60.8
true misclassification errors.
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Table 9 is analogous to the suggestive statistical grouping of round
Success rates of all classifiers against diagnosis prediction, with and withoutand lobulated cases as probable benign and micro-lobulated
shape type input and stellate cases as probable malignant.

Both the MLP classifier and the RBF neural classifiers

Classifier model  Accuracy without shapeAccuracy including
type information (%) shape type information

%) employed full feature ser_ anq optimized size for the hid-
Target tumor diagnosis den layer. The MLP clgssn‘ler y|_elded an accuracy of 91.54%
LDA 8769 93.85 when no shape type information was available, using one
K-NN 91.54 93.08 or four hidden units and linear activation function. The in-
LSMD 89.23 93.08 clusion of the shape type feature did not affect the overall
MLP 91.54 91.54 accuracy rate, although it resulted in many more configura-
RBF 90.77 91.54

tions achieving this maximum efficiency. Similarly, the RBF
classifier achieved an accuracy of 90.77% without shape type
feature inclusion (using eight hidden units) and 91.54% with
type information, the accuracy ranged from 91.5 to 93.1%, shape type feature inclusion (using five hidden units).
essentially verifying the explicit discriminating value of this The SVM classifier, employed in this study as a repre-

C-SVC/RBF  93.85 94.62

specific feature. sentative candidate of this family, was tkeSVC model
(penaltydrivenSVM classifier) with radial basis kernel func-
3.2.2. Comparative classifier performance tion (RBF). For feature lists with shape type information ex-

For a more realistic performance analysis for optimized cluded, the accuracy rates achieved by the SVM classifier
feature combinations, a wide range of linear and non-linear were 93.85% even when using only the first four features from
classifiers were used. Linear classifiers included exhaustivethe ranking list, namely tumor’s boundary sharpness, patent's
search through all feature subsets for identifying optimal age, percentage of fat inclusion and tumor homogeneity. For
feature combinations, while NN and SVM classifiers used feature lists including the shape type property, the accuracy
full feature sets or optimal feature subsets, already availablerates achieved by the SVM classifier were 94.62%, conclu-
through the linear classifiersable 9summarizes the highest  sively higher than the statistical correlation between shape
accuracy rates achieved by each classifier, with and withouttype and diagnosis. As expected, the shape type feature was
the inclusion of shape type information. included in all optimal feature subsets achieving this level of

The LDA classifier exhibited an accuracy rate of 87.69% performance. Although no clear conclusions can be drawn
when using an optimally selected feature set of patent’s ageregarding the exact choices on the values of SVM parame-
and tumor’s boundary sharpness. When the shape type featuréersC ando, analysis of the various SVM configurations have
was included in the input, the optimal feature set was con- shown that the values of the penalty facdilpnamely between
stituted of the tumor’s boundary sharpness and shape typel and 10, were inversely proportional to the corresponding
features, and the accuracy rates were raised up to 93.85%values of function spread parameignamely from 0.1 down
It should be noted that this particular accuracy rate was to 0.01.
marginally higher than the statistical dependency of tumor’s
shape type versus its final diagnosis, namely 93.08%, thus
proving the importance of combining several features to con- 4. Discussion
struct optimal feature subsets.

Similarly to the LDA, the optimizedK-NN classifier Results from statistical significance analysis reveal the
achieved an accuracy rate of 91.54% when using all the high correlation between most of the qualitative features in
available features except shape type and 93.08% whenthe annotation list and the final diagnosis. Morphological
including shape type information. In fact, the optimal feature shape type of the tumor’s outline exhibits the highest de-
subset in the second case was constituted only by the shap@endency in relation to the diagnosis, yielding the specific
type feature itself, essentially implementing the statistical feature as adequate to provide discrimination capability for
classifier of grouping round and lobulated cases as probablecorrectly classifying benign and malignant cases with suc-
benign, and micro-lobulated and stellate cases as probablecess rates up to 93%. Several other features, such as tumor
malignant. There was no clear indication regarding the boundary sharpness, tumor homogeneity, as well as patient’s
overall optimal value for the neighborhood size, although age, have proven as important clinical aspects of the expert’s
most configurations of high accuracy employed sizes of evaluation. All the features contained in the annotation list
three to eight neighboring samples. exhibited some degree of correlation to the diagnosis, thus

For the LSMD classifier, success rates were similar to qualifying them as plausible for automatic diagnosis systems,
theK-NN. Specifically, an accuracy of 89.23% was achieved although in most cases optimal combinations of several fea-
when using all the available features except shape type infor-tures have to be used, instead of single features.
mation and 93.08% when using the shape type feature aswell. The discriminating value of each individual feature
As in the case oK-NN, the shape type feature dominated the was confirmed by several statistical significance proper-
optimal feature subset and the resulting classification schemeties, including T-test, F-test, MANOVA, bimodal normal
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distribution error estimation and mean value significance diagnosis, the performance of all classifiers was evaluated
range, as well as real classification runs using a typical separately whenincluding or excluding the shape type, which
LSMD classification scheme. Although the feature ranking wasthe mostdominantfeature inthe set. Forfeature sets with-
lists, created using the results of these analysis methods, dif-out any shape type information inclusion, optimiz€d\N
fer slightly on the exact ordering of the features, some basic classifier achieved the best results over LDA and LSMD alter-
conclusions could be drawn with regard to the overall quality natives. Similar feature sets containing the shape type feature
of each individual feature. Specifically, the morphological produced results with no significant preference towards any
shape type of the tumor, namely its classification in one of the of these three classifiers. These results were closely matched
round, lobulated, micro-lobulated or stellate categories, hasor exceeded by several MLP and RBF NN configurations,
been established as the most important feature. Round andspecially in the case of excluding shape type information.
lobulated cases have been proven highly correlated to benig-Although the best accuracy rates in some cases were pro-
nancy, while micro-lobulated and stellate cases have shownduced by linear, instead of non-linear, classifiers, it should
high correlation to malignancy, aables 3 and 4how. For be noted that NN classifiers used only complete feature sets
combined features configurations, optimized sets containingor feature combinations already calculated as optimal for lin-
the shape type feature exhibited 3 to 4% higher success rategar equivalents. Both MLP and RBF models required a larger
than the ones without it, when used in real classification number of hidden units when shape type information was ex-
schemes of both linear and non-linear models. Subsequentlycluded, while the inclusion of the specific feature essentially
tumor boundary sharpness or fuzziness was clearly suggessimplified the discrimination process and thus concluded in
tive to benign or malignant tumors respectively,Table 8 topologies with lesser hidden units. The overall performance
shows. Another important feature was the overall density of of MLP architectures was marginally higher than RBF equiv-
the tissue that constitutes the tumor, as dense tissue sampleslents, employing much smaller hidden layers and greater
of abnormal physiology are typically related to malignant degrees of generalization.
growth rate of the cells in those ard@s7]. Tumor’'s homo- The SVM classification schemes yielded overall maxi-
geneity and percentage of fat inclusion were also important mum accuracy rates, both when the shape type feature was
when combined together or with some other feature of high excluded orincluded in the input vector, higher than the corre-
discriminative quality, although none of them could provide sponding maximum rates of any other linear or NN alternative
high success rates when used individually. Patient's ageinvestigated in this study. Thus, a representative application
has been used as a good representative of features providedf advanced SVM models, compared to several linear and
as “external” annotative information by the physician, as NN classification schemes, is suggestive to their superiority
it is not directly related to the informative content of the in classification problems that exhibit high degree of non-
mammographic image itself, but rather on clinical data from linearity in the training datasets.
patient’s history. However, it proved to be a very important
aspect of the overall clinical evaluation of each case. Finally,
the indicative feature of microcalcifications’ presence was 5. Conclusion
included in several optimal feature combinations, although it
shown minimal discriminative value when used individually The problem of identifying image features characterizing
to predict benignancy or malignancy. the overall morphology and fine-scaled structural properties
All features, except patient’s age and tumor’s shape type, of the tissue in mammographic tumors, as well as external
refer directly or indirectly to textural properties of the tumor clinical data, was investigated using objective statistical anal-
area as it appears in the mammographic image. However, theysis and pattern recognition approaches. Therefore, although
shape type was evaluated as the most important feature conthe initial descriptive data were qualitative in nature, the trans-
tained in the annotation list. This means that, in order to have lation into quantitative values and their thorough processing
a fully automated diagnosis system that is based on objectivevia advanced pattern analysis algorithms, produced objective
feature measurements of various textural properties, severakvaluations and discriminating power estimations of their true
of these features have to be optimally combined. In any case efficiency.
both morphological and textural features can be formulated All the selected features have shown some degree of
into a well-defined set of extraction functions, capable of dependency to the final diagnosis, while some of them,
implementing objective estimators of various morphological such as morphological shape type, provided discriminating
and textural properties of each tumor, as it appears in thelevels high enough to be used even individually for tumor
mammographic image. This would be very helpful to the es- classification schemes. Optimal feature sets, employed in
timation of the correct radiologic diagnosis as an adjunct tool advanced non-linear classification architectures, like SVM
to the physician and the in future a complementary system classifiers, provided accuracy rates up to almost 95%, thus
combined with a CAD. proving their efficiency and making such systems plausible
With regard to best classifier performance, the efficiency for clinical application. All features investigated in this
of non-linear architectures over linear equivalents was provenstudy, except patient's age, are related to morphological
in almost all cases. Regarding the prediction of the final and textural properties on the mammographic image itself,
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therefore a completely automated diagnosis system, using [9] Haralick RM, Shanmugam K, Dinstein I. Textural features for image
the same content-rich descriptive features, is feasible. classification. IEEE Trans Sys Man Cyb 1973;SMC-3(3):610-21.
Statistical and classification analysis results have shown[t°! :T;aé ;"i‘;?%'v'é? (S;;‘;izgcgoj”d structural approaches to texture. Proc
t_hat' a!thOUQh the selecf[ed _feature_sets were In fa,Ct Come,nt'[ll] Galloway M. Texture analysis using gray level run lengths. Comp
rich with regard to their diagnostic value, the diagnostic Graph Im Proc 1975:4:172-9.
process itself remains a complex and demanding task. The[12] Mavroforakis M, Georgiou H, Cavouras D, Dimitropoulos N,
high degree of non-linearity employed in the discrimination Theodoridis S. Mammographic mass classification using textural fea-
of the input data with regard to diagnosis prediction sug- tures and descriptive diagnostic data. In: Proceedings of the 14th

. . . . International Conference on Digital Signal Processing (DSP-2002).
gests that automatic diagnosis systems should implement .., 9 9 9 ( )

powerful pattern recognition models of non-linear and [13] Bruce LM, Adhami RR. Classifying mammographic mass shapes

highly adaptive architecture. Future work should be focused using the wavelet transform modulus-maxima method. IEEE Trans

on designing specialized image processing algorithms Med Im 1999;18(12):1170-7.

for efficient automatic extraction of morphological and [14] Georgiou H, Cavouras D, Dimitropoulos N, Theodoridis S. Mam-

textural features, combined with robust implementations of ~ 1°d"aPhic mass shape characterization using neural networks. n:
. . Proceedings of the Second European Symposium on Biomedical En-

advanced classification architectures, such as SVMs. Au- gineering and Medical Physics. 2000.

tomated diagnosis of breast mammographic abnormalities,[15] Kilday J, Palmieri F, Fox MD. Classifying mammographic le-

combined with CAD systems, which indicate suspicious sions using computerized image analysis. IEEE Trans Med Im

lesions in mammograms, will be a very powerful tool in the 1993;12(4):664-9. . .

hands of the mammographic departments and the reportin 16] Georgiou H, Mavroforakis M, Cavouras D, Dimitropoulos N,

s . . Theodoridis S. Multiscaled mammographic mass shape analysis and

physicians, especially the less experienced ones. classification using neural networks. In: Proceedings of the 14th
International Conference on Digital Signal Processing (DSP-2002).
2002.
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