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Boosting classifier for predicting protein domain structural class
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Abstract

A novel classifier, the so-called ‘‘LogitBoost’’ classifier, was introduced to predict the structural class of a protein domain accord-
ing to its amino acid sequence. LogitBoost is featured by introducing a log-likelihood loss function to reduce the sensitivity to noise
and outliers, as well as by performing classification via combining many weak classifiers together to build up a very strong and
robust classifier. It was demonstrated thru jackknife cross-validation tests that LogitBoost outperformed other classifiers including
‘‘support vector machine,’’ a very powerful classifier widely used in biological literatures. It is anticipated that LogitBoost can also
become a useful vehicle in classifying other attributes of proteins according to their sequences, such as subcellular localization and
enzyme family class, among many others.
� 2005 Elsevier Inc. All rights reserved.
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Although the details of the three-dimensional struc-
tures of proteins and domains therein are extremely
complicated and irregular, their overall folding patterns
are surprisingly simple, regular, and strikingly beautiful
from the aesthetical point of view [1–4]. Many protein
domains often have similar or identical folding patterns
even if they are quite different according to their
sequences [5–8]. Actually, about three decades ago Le-
vitt and Chothia tried to classify proteins into the fol-
lowing four structural classes: (1) all-a (Fig. 1A) that
is formed essentially by a-helices, (2) all-b (Fig. 1B)
essentially by b-strands, (3) a/b (Fig. 1C) containing
both a-helices and b-strands that are largely interspersed
in forming mainly parallel b-sheets, and (4) a + b (Fig.
1D) containing also both of the two secondary structure
elements that, however, are largely segregated in form-
ing mainly antiparallel b-sheets. The structural class
has ever since become an important attribute for charac-
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terizing the overall folding type of a protein or its
domain.

Prediction of protein structural class is an important
topic in protein science (see, e.g., a review [9]). A series
of previous studies have shown that some correlation
between the protein structural class and amino acid
composition does exist. Actually many efforts were
made to predict the structural classes of proteins based
on their amino acid composition [10–20]. Here we would
like to introduce a novel approach, the so-called ‘‘Log-
itBoost’’ [21], for predicting the protein structural clas-
ses. Because an individual domain is the most basic
unit in structural classification [22], the present study
will focus on protein domains.
Boosting algorithms

Boosting was originally proposed to combine several
weak classifiers together to improve the classification
performance. Boosting has been used to solve various
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Fig. 1. Ribbon drawings to show the four structural classes of proteins: (A) all-a, (B) all-b, (C) a/b, and (D) a + b. Reproduced from [9] with
permission.
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classification problems, such as text classification [23],
natural language processing [24], and cancer classifica-
tion [25], among others.

AdaBoost

Of the boosting algorithms, AdaBoost (Adaptive
Boosting) is a more capable and practical boosting algo-
rithm that was proposed by Freund and Schapire [26].
AdaBoost is a meta learning algorithm, which tries to
build a weak classifier iteratively on others according
to the performance of the previous weak classifiers.
Accordingly, AdaBoost is driven to focus on the hard
samples by putting more weight on them that could
otherwise not be correctly classified with the previous
weak classifiers. AdaBoost is able to reduce training er-
rors exponentially fast as long as the weak classifiers
perform just better than random [26]. It was found
[27,28] that AdaBoost had very good generalization
(the ability to classify new data). However, like most
other classifiers, AdaBoost also had the shortcoming
of over-fit problem when dealing with very noisy data
[29]. This is because of that, during the process of its
operation, AdaBoost can be considered as fitting an
additive logistic regression model F ð~xÞ ¼

PT
t¼1atftð~xÞ to

minimize the expectation of an exponential loss function
ELOSSðF Þ ¼ Eðe�yF ð~xÞÞ [21], and that the exponential
loss function changes exponentially with the
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classification error, rendering the AdaBoost algorithm
vulnerable while handling noisy data. To overcome such
a problem, Friedman et al. [21] proposed to use Logit-
Boost that can reduce training errors linearly and hence
yield better generalization, as illustrated below.

Binary LogitBoost

In LogitBoost, the following binomial log-likelihood
loss function is introduced:

LLOSSðF Þ ¼ E½� logð1þ eyF ð~xÞÞ� ð1Þ
which changes linearly with the classification error and
turns out to be less sensitive to noise and outliers. The
optimization can be achieved by using Newton steps
to fit an additive symmetric logistic model.

The Newton steps of optimizing the loss function can
be carried out as an iterative computation, which builds
up a robust classifier by iteratively adding another weak
classifier. Suppose the input data set is denoted as

S ¼ fð~x1; y1Þ; . . . ; ð~xN ; yN Þg; ~xi 2 X ; yi 2 Y

¼ f�1; 1g. ð2Þ

In each of the iteration steps t = 1, . . . ,T, the weight wi

and working respond zi are given by

wi ¼ pð~xiÞ½1� pð~xiÞ�

zi ¼ ðyi þ 1Þ=2� pð~xiÞ
wi

ði ¼ 1; 2; . . . ;NÞ

(
ð3Þ

with the initial values given by: wi = 1/N (i = 1, . . . ,N),
pð~xÞ ¼ P ðy ¼ 1jxÞ ¼ 1=2, and F ð~xÞ ¼ 0 (cf. Eq. (1)).

Then fit the function ftð~xÞ by a weighted least-squares
regression of zi to~xi using weights wi, followed by updat-
ing the committee function and the probability accord-
ing to the following equations:

F ð~xÞ ¼ F ð~xÞ þ 1
2
ftð~xÞ;

pð~xÞ ¼ eF ð~xÞ

eF ð~xÞ þ e�F ð~xÞ .

8<
: ð4Þ

When all the iterations are finished, we have (cf. Eq. (4))

F ð~xÞ ¼ 1
2
½0þ f1ð~xÞ þ f2ð~xÞ þ � � � þ fT ð~xÞ�. ð5Þ

Thus, the overall classifier is given by the following deci-
sion function:

Dð~xÞ ¼ sign½F ð~xÞ� ¼
1 if F ð~xÞ > 0;

�1 if F ð~xÞ < 0;

�
ð6Þ

where Dð~xÞ ¼ 1 means ~x belongs to class 1 and
Dð~xÞ ¼ �1 means~x belongs to class 2.

The construction of weak classifiers is one of the key
factors affecting the performance of the boosting algo-
rithms. The weak classifier ftð~xÞ should be able to cope
with reweighing of the data and resistant to over-fit.
In our study we use regression decision tree and wi to
fit the data fð~x1; z1Þ; . . . ; ð~xN ; zN Þg. Decision trees try to
divide the input space into nested regions, usually rect-
angles, to minimize the least squares error, which has
been practically proved to be one of the most suitable
weak classifiers for boosting.

The above LogitBoost is a binary classifier, which can
only separate two classes. To deal with a problem with
more than two classes, we have to extend the binary
LogitBoost as given below.

One-vs-others LogitBoost

Two strategies commonly used to solve the multi-
class problem are: (1) the one-vs-others LogitBoost,
and (2) the multi-class LogitBoost. However, it is very
difficult for the multi-class LogitBoost to define the hard
samples. Here we adopt the one-vs-others strategy
[30,31], which works quite straightforward as follows.
The entire training data set is divided into two sets in
turn for each class, with one set of data belonging to
the singled-out class and the rest of the data (from all
the other classes) belonging to another data set. Thus,
if there are k classes, k binary LogitBoost classifiers
are built. Since each LogitBoost generates the probabil-
ity of a testing datum belonging to the class, k binary
LogitBoost classifiers will output a vector of classifica-
tion probability P ð~xÞ ¼ ½p1ð~xÞ; p2ð~xÞ; . . . ; pkð~xÞ�. The test-
ing data will be predicted to belonging to the class with
the highest probability; i.e., C (x) = argMaxi[pi(x)]. For
the current case, the pair-wise classes are a-vs-others,
b-vs-others, (a/b)-vs-others and (a + b)-vs-others.

Implementation

The program for the one-vs-others LogitBoost was
downloaded from [25]. However, instead of using
stumps, the classification trees with depth three was used
that turned out to be much better than stumps because
they were able to generate several unconnected regions
for a category.
Results and discussion

Two working datasets taken from Zhou [18] were
used to demonstrate the power of LogitBoost classifier.
The first dataset contains 277 protein domains, of which
70 are all-a domains, 61 all-b, 81 a/b, and 65 a + b. The
second dataset contains 498 domains, of which 107 are
all-a domains, 126 all-b, 136 a/b, and 129 a + b. The
amino acid composition was used to represent the sam-
ple of a protein domain [11]. Therefore, each input of
the LogitBoost actually corresponds to a vector in a
20-dimensional space [12,14].

The prediction of the LogitBoost classifier was exam-
ined by the jackknife test, which is deemed the most rig-
orous and objective cross-validation test in statistical



Table 1
Jackknife cross-validation success rates by neural network, SVM, and LogitBoost

Dataset Algorithm Rate of correct prediction for each class (%) Overall success rate (%)

All-a All-b a/b a + b

277 domainsa Neural network 68.6 85.2 86.4 56.9 74.7
SVM 74.3 82.0 87.7 72.3 79.4
LogitBoost 81.4 88.5 92.6 72.3 84.1

498 domainsb Neural network 86.0 96.0 88.2 86.0 89.2
SVM 88.8 95.2 96.3 91.5 93.2
LogitBoost 92.5 96.0 97.1 93.0 94.8

a Taken from Table 1 of Zhou [18].
b Taken from Table 2 of Zhou [18].
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prediction [15]. The success rates thus obtained are given
in Table 1, where, for facilitating comparison, the corre-
sponding rates obtained by neural networks [32] and
support vector machines (SVM) [33,34] are also listed.
As we can see from the table, the current LogitBoost
is superior to both the neural network and SVM in iden-
tifying the structural classification for the dataset of the
277 protein domains as well as the dataset of 498
domains.
Conclusion

The LogitBoost is a promising classifier as reflected
by the fact that its success rates in predicting the protein
domain structural classes for the two datasets construct-
ed by previous investigators are even higher than those
by the very powerful neural network and SVM
approaches. Moreover, it has not escaped our notice
that the LogitBoost classifier can also be used to predict
other protein attributes, such as subcellular localization
[35–40], membrane types [41–45], enzyme family and
subfamily classes [46–49], enzyme active sites [50,51],
G-protein coupled receptor classification [52,53], and
protein quaternary structure types [54], among many
others.
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